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1. INTRODUCTION

1.1 BACKGROUND

Highly maneuverable aircraft must achieve good han-
dling qualities over a wide range of flight conditions. The
aircraft control system designer's task is difficult because
the flight conditions for such aircraft involve high accelera-
tions and rapid rolling. Additionally, significant changes in
control power, or even control reversals, can occur at some
flight conditions. The control system developed for such air-
craft must be a command augmentation system (cas), which has

two functions to perform. The first is to act as a stability
augmentation system (sas), which modifies and damps the natural
fast modes of motion of the aircraft (short period, Dutch roll
and roll mode) so that the pilot has a 'well-behaved'" platform
from which to prosecute the engagement. The second control

system function consists of control response augmentation.

The control system must modify the basic control response of
the aircraft so that the response appears uniform over the
range of flight conditions. Lateral stick should always pro-
duce similar aircraft roll response, longitudinal stick should
always produce similar (although velocity-scaled) normal ac- '
celeration response, and pedals should always produce similar
yawing mciion. This uniformity of response is important, since
the pilot is under a severe work load in maneuvering flight

and should not be forced to attempt to adapt his input strategy
to the specific aircraft flight condition -- a difficult task
at best.
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The complexity of the command-augmentation task im-
plies a digital implementation of the aircraftr c¢ontrol system,
i specifically a full-authonrity digital flight ntrol system

i e

Jon

trates the two portions of the program examined in this report:
control system construction and validation using a nonlinear iy
simulation, and pilot model hypothesis testing.

i (DFZ3). In principle, the pilot's control stick and pedal \ﬂ
‘ inputs drive the DFCS computers, which then command the con- [T
trol surface deflections. Previous work has been concerned .

with stability and control analysis techniques (Refs. 1 and 2) !%

and control system design techniques (Refs. 3 and 4) that are uq

intended to provide solutions to the control system designer's -

: difficulty. This report details work dene to extend and verify l”

these analvsis and design techniques., Figure 1 outlines the d

relationships among the flight vehicle analysis tools and illus- [H

{

i

As illustrated in Fig., 1, the performance of the im-
proved DFCS designs developed in this report are evaluated

i
g with a nonlinear 6-DOF aircraft model. An aircraft response {ff
L comparison is made with the same pilot inputs but with differ- _

3 ent control systems: the DFCS and the conventional control L'
$ system (with and without analog augmentation). Man=zuvers are

also simulated with a conventional mechanical control system I
with the DFCS driving only the limited-authority sas actuators. ‘

{ The latter implementation of the DFCS has promise for the retro- i
fit of present-day aircraft, and it has a major impact on the
Ej reliability-redundancy issue. )

Previous work (Ref. 3) also demonstrated the useful- .
ness of optimal control pilot models in determining pilot/ !
aircraft stability boundaries. While Ref. 3 shows that these .
stabiliity boundaries compare favorably with actual pilot re- (:,
sponse, no attempt was made there to verify the details of the
pilot model predicted response. This report considers a method

F R
|
I
i
L)
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4 » that can be used to verify pilot modeling techniques: hypothe-
3 i sis testing. In this method the pilot model that best matches
. 3 the data among a set of hypothesized pilot models is chosen.
3 | In the application presented in this report, data from a full-
# I , , , , , ,
: order, nonlinear piloted simulation (the Differential Maneu-
X : } vering Simulatior at NASA Langley Research Center) is used to
- g test the accuracy of the precictions of several different op-
| | timal control pilot models.
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1.2 ORGANIZATION OF THIS REPORT

The research contained in this report draws heavily
on past work TASC has pervformed for ONR (Ref. 3). Chapter 2 of
this report details the four-step DF(CS design procedure that
has been developed at TASC; its application to the design of a
control system for the F-14A is also discussed there . The
DFCS is tested in Chapter 3 L, ‘:omparing its performance with
that of a conventional control system in accurately controlling
the aircraft along rapid ACM trajectories. Validating the
prediction of piloting contreol strategy using a pilot model is
addressed in Chapter 4, where a hypothesis testing procedure
is discussed. Actual validation and testing with piloted simu-
lation data is included. The conclusions of this report and
recommendations concerning useful extensions of this work are
given in Chapter 3.

*Figure 1 illustrates the organization of the report.
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v 2. AIR COMBAT DIGITAL FLIGHT CONTRCL
. SYSTEM DESIGN

Two digital flight control systems (DFCS) for a high- _
g ly maneuverable fighfter aircraft are designed and described in ;
this chapter. The objective is to develop and demonstrate

¥ digital flight control design technology which can improve the

v performance and mission effectiveness of a fighter aircraft. 1
I . Based on coupled dynamic models of the aircraft, the two de- “

. signs are formulated using modern control techniques as a Type

. 0 and Type 1 DFCS. The designs occur concurrently, since the i

i control laws are related through an algebraic transformation.

However, their implementation and response to any disturbances
and modeling errors are different. These design differences
are also discussed here.

The two DFCS designs have a fly-by-wire configuration
,' and can be easily implemented in a digital flight computer.
The three pilot commands used in the two DFCS are the same as
in Ref. 3 (normal acceleration, stability-axis roll rate, and
sideslip angle) and are transformed by each control law to
five separate control surface deflections. This unique feature
of the controllers whereby each control surface is deflected
independently in a optimal coordinated fashion, will figure !
prominently in many of the discussions in the following sections. ;

L+ e v g T e T T s T
» .
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2.1 TYPE O AND TYPE 1 DIGITAL CONTROLLERS

A Type 0 DFCS tracks constant commands without using :
a pure integration in the forward loop. The Type 0 DFCS relies

e b et M v R




on proper choice of the matrix which feeds forward the command } |
to achieve tracking., A Type 1 DFCS tracks constant commands .J‘
with zero steady-state error by using a pure integration in (:'.
the forward loop. The Type 1 DFCS asymptotically estimates "j
I the proper vector to feed forward to the control to maintain |
tracking. Vo

Pty v

Procedures for obtaining the Type 0 and Type 1 DFCS
] structures using optimal control are detailed fully in Refs. 3
! to 10. The proportional-integral controller structure in in-
: cremental form developed in Ref. 7 has been programmed into a .
helicopter control minicomputer and successfully flight tested; !
it will be the structure used in this study.

The Type O and Type 1 control laws are obtained by ‘
forming a continuous-time optimal control problem, transform- ‘
ing the problem to discrete-time using the sampled-data regu-
lator, then solving the discrete-time problem. The continuous-
time linearized model of the aircraft with adjoined compensa-
tor states is shown in Table 1 along with the optimal control .
problem transformation accomplished by the computer algorithms !
during the design process. The designer works in continuous 3
time by specifying the cost function weights Q and R fndhcom-
puter algorithms determine the discrete time weights Q, M, and
R. The optimal control problem is solved using the Riccati i
equation in Table 2 and the Type 0 and Type 1 gains are com-
puted. The Type 0 and Type 1 gains are found from the same )
optimal control solution and result in the same cleosed-loop
eigenvalues and state eigenvectors if the number of controls
equals the number of commands. ! lfh

Table 2 shows the perturbation Type 1 control Jlaw

which operates near the nominal controls, Uy and state, X,

As shown in Ref. 7, the Type 1 control law can be implemented

——
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TABLE 1

TRANSFORMATION OF THE CONTINUOUS-TIME OPTIMAL CONTROL
PROBLEM TO DISCRETE-TIME T-2901

CONTINUOUS-TIME AIRCRAFT MODEL ERROR DYNAMICS WITH COMPENSATOR

ad F 6| |a 0
s +* 34
af 0 0|fa 1
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TABLE 2

SOLUTION OF THE DISCRETE-TIME OPTIMAL CONTROL PROBLEM
T-2903

DISCRETE-TIME RICCAT1 EQUATION

¢ T 0
| * " p ®

E 0 1 atl
f

; Pue)

T ST\T (R4 pTppoyel
Péy - (FpPep + M.) (RA+ FpPTp)
(FEpep + MT) « Q
TYPE 0 DISCRETE-TIME OPTIMAL CONTROL LAV GAINS
(K, Kyl s (R +rfery)t (ripey « HD)

T

TYFE 1 DISCRETE-TIME OPTLMAL CONTROL LAW GAIN®

(¢=1) T
! ' (€, atcy] = {atKy atky)
' H D

3
t TYPE 1 CONTROL LAW IN INCREMENTAL FORM
‘ ERROR DYNAMICS!

agy * o,y - Cy(aBy - oy y) - AtCaAR.,

ORIGINAL VARIABLES:

Buy = ay - Cylomy - axop] - AECH A% - AYg iy f

vl
Ay ¥ CpAy ) (axg y - 8%g 4! ‘.1

without requiring the nominals if the incremental form dis- é51
3 cussed in Ref. 11 is used. The total value, zero-order hold, e
Type 1 contrel law in incremental ‘orm is [

Y T Mlep 7 Cp IEy - Xpg) - 8tC g - g ] (D)

In Eq. 1, Uy is the (mx1) control command vector which is sent
;
to the control actuators at time tk’ Xy is the measured or 2{}
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estimated value of the (nxl) aircraft state vector in body
axes used for feedback at time tk’ Yk-1 is the (£x1) measured
or estimated value of the output vector at time t, _, which is
to match the pilot commands, and Xd,k is the (2x1) pilot com-
mand vector at time o For simplicity all states are assumed
measured and no estimation techniques are employed. Detailed
estimation techniques are discussed in Ref., 7.

Equation 1 is the Type 1 control law simulated in

Chapter 3 with the feedback gain Cl and the integrator gain C2
scheduled with flight condition. The prime on w}_; in Eq. 1
indicates the control command is reset always to lie within
the control actuator range during control saturation and to
prevent windup as discussed in Ref, 11. In the nonlinear sim-
ulations in Chapter 3, maneuvers are performed which require
maximum performance from the aircraft and which briefly sat-
urate some of the controls in u.

The Type 1 control law eliminates the need for com-
puting nominal values by taking advantage of the integral pro-
perty. The Type 0 control law does not have this property and
depends on knowledge of the nominal. The total value Type O
control law is as follows using Ref. 7,

U = upog -AtKy Xy - XE] -atRylyy - ufl (2)
A PR UT L F I TS A (3)
Eﬁ = Eo,k + Q22 (Xd,k B Xo,k) (4)

The states xj and uff in Eqs. 3 and 4 are estimates of
the current nominal states and controls of the aircraft based
on perturations from some fixed nominal. The states Xy 0 Uy o
and y  are the fixed nominal of the aircraft, Periodically,
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if the pilot command, Y4,k ls significantly different from
the fixed nominal command Yo k-1 then X5, k* Yo,k and Yo,k
must be updated as the aircraft transitions between flight
conditions. Numerous procedures exist for determining the
fixed nominal values in flight, including trim maps, sched-
uling, or updating Xos Yy and Yo using low-pass filtered ver-
sions of X, u, and y.

In Eq. 2, Kl is the state feedback gain and the gain
' K2 causes the low-pass filter action of the Type 0 control
-4 law. The matrices Q;, and Q,, are the steady state feedforward
‘ gains (Ref. 12) and are obtained from the following equations

ﬁ T
i (¢-1) T Ax* 0
= (5)
H D Au AY 4 .
i )
C0-1) 1]

- Q Q
: | H D] 921 %22
d |’
- ™ Il

AX* Q1, OYF

o | Piz2 8 (7 |
: | Au¥ Q2 2¥4 1

The matrices ¢ and I' are the discrete equivalents of the lin-
earized aircraft model matrices, F and G, as shown in Table 1.
The matrices H and D transform the aircraft states and controls
to the commanded output, Ay, as follows }

Ay = HAX + DAu )

The vectors Ax* and Au* are the nominal perturbations which !
must be added to current nominal states and controls of the

aircraft, x and u, when a perturbation in the command vector, )
Ayd, is requested by the pilot.

10
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In Eq. 6, superscript R denotes the right inverse.
The right inverse solves Eq. 5 when the number of commands, 2,
is less than the number of controls m. The right inverse used
in this report is computed using the weighted pseudoinverse,

R T T -1
(¢-1) r (¢-1) r (¢-1) r (¢-1) r

= q;! ;!

H D H D] H D H D
(8)

Singular value decomposition is used in the computations in
Eq. 8 for improved numerical accuracy. Section 2.2 discusses
values chosen for the pseudoinverse weighting matrix, Qs used
in Eq. 8.

The Type 0 gains are related to the Type 1 gains as
shown in Table 2. K] and K2 are determined from a Riceati
equation solution and C1 and C2 are computed as follows:

R

[cl AtC2] = [Atxl AtKZJ <¢;1) ; (9)

The values for Qs used to obtain 012 and 022 do not have to be
the same as the values in Qs used to obtain C1 and C2 in Eq.

9. The design in this report uses different values for QS in
Eq. 6 and Eq. 9 for reasons discussed in the following sections,

There are usually an infinite number of solutions to
Eq. 5 when 2<m; the pseudoinverse shown in Eq. 9 represents
the weighted least squares solution. 1f Eq. 7 is substituted
into Eq. 5 the equality is true but if Eq. 9 is substituted
for C1 and C2 in the equation in Table 2, equality usually

11l
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does not hold for £<m. If the number of controls equals the
number of commands then equality holds in Eq. 5 and in Table
2. In the aircraft control design in this report, the number
of commands, £, is less than the number of controls, m., Ref-
erences 2 and 3 are earlier continuous-time discussions of the
command/control requirements for the digital ACM controller
used here and these references describe reasons why treating

all aircraft controls independently is a desirable feature.
These reasons are as follows:

. By varying the weights in Q_ in Eq. 8
it is possible to decrease Bontrol steady=-
state positions while increasing aircraft
final state values. The result is to in-
crease the range of the aircraft states
that can be commanded as discussed in
Section 2.2,

o For maximum performance maneuvers it is
possible to favorably saturate one con-
trol while leaving the other aircraft
controls operational. The result is to
increase performance without causing

aircraft departures and is demonstrated
in Chapter 3.

® When the number of commands and controls
are equal, the aircraft develops a finite
set of transmission zeroes (Ref, 13)
which play an important part in tracking
theory (Refs. 14 and 12). These trans-
mission zeroes cannot be changed by state
feedback. Degraded handling qualities
occur if any transmission zeroes are in
the right-half complex plane (i.e., non-
minimum phase), When the number of con-
trols is greater than the number of com-
mands, the plant still has zeroes but
they can be changed by adjusting Q_ in
Eq. 8. 1In particular, right-half Blane
zeroes can be favorably moved into the
left-half (minimum phase) complex plane
as discussed in Section 2.4.
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° If the number of commands is less than
number of the controls, the number of
closed-loop modes that must be stabil-
ized is reduced when converting from the
Type 0 to the Type 1 control law. Extra
design freedom exists because some of
the closed-loop modes shift during the
transformation if Q_ in Eq. 8 is changed.
If Q. is chosen appPopriately the shifts
are 811 favorable as discussed in Section

The Type 0 controller shown in Egs. 2 through & is
considerably more complex to implement than the Type 1 con-
troller in Eq. 1. Other disadvantages of the Type 0 controller
are discussed in the following sections.

2.2 PSEUDOINVERSE WEIGHTING MATRIX FOR FIGHTER
AIRCRAFT APPLICATIONS

This section presents the design of the pseudoinverse
weighting matrix, Qs’ used in Eq. 8 for specification of the
Type 0 DFCS feedforward matrices. Unity weighting is used for
the continuous~-time Type 0 design in Ref. 3 and it will be
shown that this is not necessarily the best choice,

The states, controls, and commands for the aircraft
are

(24
b
H

[Aq Aw AV Ar Aé]
Al =6 6 .6 6, 6
- s mf “sp "ds "r

[éan AR pr]

Three inputs, normal acceleration, Aan, sideslip, AP, and wind
axis roll rate, pr, are to command five controls: stabilator,

T
A¥4




08, main flaps, A6 ., spoilers, a6_ , differential stabila- “'
tors, Aéds and rudder, AS... The DFCS design is nearly the

same as in Ref. 3, except it is to be done in discrete time, |
and, for reasons discussed in the next paragraph, Au is not
included in the state vector.

The state Au is dropped from the control design state
vector because the discrete and continuous time Type 0 DFCS
designs yvield a very poor Aa_ step response with Au included,
The Type 0.DFCS at design point 2 in Ref. 3, Table 14, has a !
closed-loop eigenvalue with a time constant of 19.3 sec., This
slow time constant disappears from the Type 1 eigenvalues as D
shown in Ref. 3, The slow closed-loop eigenvalue is one half
of a phugoid complex pair and the eigenvector has a large Au ’
contribution (Ref. 3, Table 15). The slow eigenvalue is re-
moved from the Type 1 eigenvalues by using very large gains on
Au (Ref, 3, Figs. 56 and 58). When the Type 0 Aa, step re- ).
sponse is simulated, there is a contribution to da, from the
change in Au in the HAX + DAu observation vector. Since the !
Type 0 Au response has a 19.3 sec time constant, the Type 0

] Aan response also contains the slow response. It is intriguing
g that the Type 0 to Type 1 transformation automatically com-

1 pensated for the poor Au response and indicated superior ba,
command simulations. The Type 0 Aa  response was not attempt-
ed in Ref. 3 and the Au problem was not identified until the
digital Type 0 DFCS was simulated. When Au is removed from
the state vector, the speed response of the aircraft becomes
open loop subject to any throttle activity of the pilot. (In
ACM the pilot usually uses full throttle.) Within the time
frame of interest for a Aa, step response the open-loop, Au
response is close to zero and does not have a significant ef-

fect on performance. I
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The purpose of the pseudoinverse weighting matrix,
Qs, in Eq., 8 is to trade off steady state values of the air-
craft states against steady state values of aircraft control
position needed to satisfy the command requirements, If more
weight is placed on the controls in Qg the effect is to in-
crease the values of the states that are not commanded by Ay,
while at the same time decreasing the values of the controls
needed to meet the command requirements. The net result is to
increase the effective operating range of the aircraft states
before control saturation is encountered, a very desirable
situation.

A pseudoinverse weighting matrix which has the desired
weighting pattern uses unity weighting for velocity states, v
and w, in fps, unity weighting for angular rates, p, q, and r
in degrees, and a multiple of the inverse of the total amount
of individual control travel for the control position weights.

1 o]

Qq = n (10)

D‘ﬂJ
On

0 Mnax

The control weighting pattern causes controls with the least
amount of travel to have the most weight. Table 3 shows the
changes in the elements in 922 and le caused by changing the
value of a in Eq. 10 between 1 and 2000,
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TABLE 3

EFFECTS OF CHANGING THE PSEUDOINVERSE WEIGHTING MATRIX
ON QUAD PARTITION INVERSE ELEMENTS

1-1794
22
g?; INVERSE" PSEUDOINVERSE~-CONTROL WEIGHTS

ELEMENT UNITS uNITY = UNITY X 2R A
YT deg/fps® 0.118 | -0.378  -0.321  -0.283  -0.118  -0.0880
Dpp/bay, deg/fps® - 0.703 0.557 0.389 0.005  -0,141
88y 00 deg/deg - -1,06 -0.226  -0.962  -0.862  -0,861
LRI deg/deg -1.22 -1,04 -1.18 -1,08 -1,08 -1.08
b8../b8g " deg/deg 1.11 1.10 1.11 1.10 1,10 1.10
88,5/ BPye deg/deg/sec - -0.117  -0.0258 -0.116  -0.116  -0.118
b84,/bP,, ¢ deg/deg/sec -0.150 | -0.128  -0.145  -0.1290  -0.129  -0.129
B8,/ 8P deg/deg/sec -0.00174| -0.00339 =0.00209 -0,00338 -0.00338 -U.00338
bg/day, deg/deg/ fps 0.0076 | 0.0983  0.0866  0.0969  0.0B76  0.0978
Aw/ba fps/fpe> 1.49 0.0135  0.321 0.714 1,48 1.79
AV/AP, ¢ tps/deg/sec c.0 0.0 0.0 0.0 0.0 0.0
Ar/prc deg/nec/deg/gec 0.189 0.169 0,169 0.168 0.1689 0.169
bp/ap e deg/sec/deg/scc 0.086 0.086 0.988 0.086 0.986 0.9R8
AvibB, tpa/deg 10.47 10.47 10,47 10.47 10.47 10.47
Ar/AB, dey/nec/deg -0.0684 | -0.0864 -0.0679 -0.0686 -0.0868 -0.0865
Ap/an, deg/sec/deg 0.100 0.100 0.100 0.100 0,100 0.0884

*Ad and Ad are removed from the controls to cnnstruct the inverse,
mf ap

The flight condition used in Tavle 3 is trimmed straight
flight with a forward velocity, pitch rate and angle of attack
of 183 m/s (600 fps), 5 deg/sec, and 10 deg, respectively,
(design point 1 in Ref. 2). Three important observations can
be made: 1) lateral states and control positions change little
with increasing pseudoinverse control weights, 2) the longitu-
Jdinal states trade off Aw with control position, .nd 3) con-
siderable deviations in the maneuver flap steady state value

can occur even through maneuver flap has the least amount of
control travel before saturation (10 deg).
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The above observations lead to the conclusion that
the weighting matrix should be chosen based on the relation-
ship between stabilator and maneuver flap. Figure 2 shows
AGS/AanC and Aémf/Aanc variations at 183 m/s (€00 fps) with
increasing angle of attack and pitch rate flight conditions.
Below 20 deg s Aémf has a small contribution in aiding AGS,
but beyond 20 deg P Aﬁmf significantly increases the effec-
tive operating range of the aircraft to higher angles of at-
tack before AGS saturates. The weighting parameter 100/MAX
(2.5, 10, 1.85, 4.16, 1.66 along the control diagonal in QS)
produces the desired result. It provides a ratio below % for
Aamf/AG when a is less than 20 deg. Above 27 deg o, 100/MAX
weighting causes A6 nf to saturate favorably in order to satisfy
an increase of 9.8 m/s (1g) Aa, command.
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Figure 2 Effects of Changing Flight Condition
on Quad Partition Inverse Elements
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2.3 SYNTHESIS OF CONTROLLERS USING CONTINUOUS-
TIME SPECIFICATIONS

This section presents the synthesis of the Type 0 and
Type 1 digital control law design at one flight condition.
One design approach for digital flight control systems is to
design an analog system and then discretize it. The result
often leads to a high sample rate system which places signif-
b icant requirements on the flight computer used to implement
the design., One reason this practice continues is that a large
body of information and experience exists for continuous-time
: designs including MIL-F-8785B (Ref. 15). The continuous-time - i;

design in Ref. 3 could have been emulated digitally to produce
a discrete-time controller.

e T T T e T
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Examples of analog designs implemented digitally us- _
ing the Tustin approximation are shown in Ref. 16 for the space { 1
shuttle (25 Hz and 12.5 Hz sampling time) and in Ref. 17 for a
fighter aircraft (80 Hz and 40 Hz sampling time). It is clear, f
however, that improved performance and reduced computer re- ;
quirements can be obtained using a direct digital design at i
lower sampling rates which take better advantage of digital
system characteristics.

K
H
A
v

L
t
v
N

The approach used in this section to obtain a direct
digital design which at the same time retains continuous-time 5
features is the sampled-data regulator discussed in Ref. 18.
The sampled-data regulator transforms a continuous-time system )
and cost function to their equivalent discrete-time represen-
tation as shown in Table 1. The discrete-time design gives a
stable discrete-time closed-loop system with eigenvalues inside

18
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the unit circle. This section shows that transforming the closed-~
loop discrete-time system back to continuous-time gives an equi-
valent closed-loop continudus-time system that can be used to

evaluate the digital design using continuous-time specifica-
tions. Also shown are the cost function weighting elements

and the flight conditions used for point design. In point
design, which is the basis for all the designs discussed in

Ref. 1 to 7, a number of linear time-invariant aircraft models
are determined at a set of trimmed flight conditions which span
the flight regime of interest. The control law gains are found
at each flight condition. The gains are regressed against a set
of nonlinear functions of the major flight variables and the re-
sulting gain schedules are suitable for onboard implementation.

The flight conditions used for point design span a
large range of trimmed values of velocity, angle of attack,
and roll rate about the velocity vector. Thirty flight con-
ditions are used with velocity either 122, 183, or 244 m/s,
wind-axis roll rate either 0, 50, or 100 deg/sec, and angle of
attack varying between 0 and 33 deg. Nonzero sideslip condi-
tions are not included since sideslip is usually commanded to
be zero. Figure 3 shows the flight conditions in a three di-
mensional configuration.

The sampling rate for the DFCS is chosen to be 20
samples/sec. Results in Ref. 19 and 20 indicate that a direct
digital design can go as low as 10 samples/sec and still pro-
vide adequate performance with unmodeled body bending modes
and turbulence in the loop. The higher samplirg rate in the
DFCS serves to reduce pilot awareness of the countrol surface

steps and to keep the control surface phase lag from exceeding
30 deg (Ref. 15).
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Figure 3 Flight Conditions for DFCS Point. Design

At each flight condition, closed-loop eigenvalues and
step-response simulation (i.e., the eigenvectors) cf the lin-
earized system are used to evaluate the design., Closed-loop 3
eigenvalues should meet the requirements in MIL-F-8785B for '
Category A, Level 1 flight of a Class IV aircraft. Step re-
sponse transients should fall within envelopes which are known
to generate good pilot ratings as shown in Refs., 10 and 17.
The closed-loop system for the Type O DFCS is

- ———

AX ¢ r AX 0

ti
+

Au 'AtKl -Atkz Au (AtKlle + Athsz)Axd

(11)
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while the closed-loop system for the Type 1 DFCS in position
form using perturbation variables and an integrator state, Af,
is

L
+

N AtH-AtDC,  1-AtDC, || af TAL AY4 kel
k+1 k

1f the number of commands and controls are equal, the eigen-
values of the two closed-loop systems are equal and the feed-
forward gains are unique. If the number of commands is less
than the number of controls (the situation for the design here)
then the eigenvalues between the two differently dimensioned
closed-loop-systems cannot be all equal but are closely aligned
depending on the weighting matrix in the pseudoinverse identi-
fied in Eq. 9. For reasons which are discussed in the next
section, unity weighting (QS = I) is used in Eq. 9.

The closed-loop eigenvalues and eigenvectors are ad-
justed by iterating on Q and R, the guadratic cost function
weights. Although emulating the continuous~time design in
Ref. 3 is considered a poor practice, the continuous-time cost
function weighting elements can be used directly in the sampled-
data regulator digital design. Continued refinement of per-
formance, however, caused the choice of Q and R to differ from

, those in Ref. 3. The change in the cost function weighting

elements 1s shown in Table 4. The primary changes are a de-
crease in Aw, Aan and Av weighting, and an increase in Ap,, and
control position weighting. The effect on the closed-loop

- system is to decrease the short period natural frequency and

the stability-axis roll rate rise time, while increasing the
normal acceleration and sideslip rise times. These effects

improve the command performance.

21




TABLE 4

DFCS WEIGHTS AT DESIGN POINT 1

AT e TGy T e T S T T

I b L iR 4

T-3117
MATRIX MAXIMUM MEAN MAXIMUM MEAN
MATRIX TYPE MATRIX ELEMENT VALUE IN REF. 2 | VALUE HERE
Q State Axial Veloelty, Au 12,2 m/s
Position (40 fps) Not used
Lateral Velocity, av 3.05 m/s 6.1 wm/n
(10 fps) (20 fps)
Normal Veloc¢city, Aw 3.66 m/s 7.6 m/s
(12 fps) (25 fps)
Body Angular Rates 20 deg/sec 20 deg/sec

Q State Lateral Acceleration, AV 3,66 m/s% 3.0 m/sg

Rate (12 tps®) (10 fps”®)
Normal Acceleration, aw 1.53 m/s% 6.1 m/s%
(5 fps (20 fps*“)

Q Pilot Stability~Axis Normal 0.533 m/s% 0.92 m/s%
Command. Acceleration Command, sa, (1.75 fps (3.0 fps
Sideslip | Sideslip Command, Bs 0.9 deg 1,0 deg

Stabjlity-Axis Roll 2.5 deg/nec 2,0 deg/sec
Rate Command, Ap,
Q Control Stabilator Deflection, A8 10 deg 5 deg
Position 8
Maneuver Flap Deflection, 5 deg 1,25 deg
Ab
mf
Spoiler Deflection, 86, 27 deg 3,475 deg
Differential Stabilator 6 deg 3.0 deg
Deflection, Aﬁds
Rudder Deflection, Aﬁr 15 deg 7.5 deg
R gontrol Stabitator Rate, AGB 3 deg/sec 3 deg/séc
ate
Maneuver Flap Rate, Abmf 4 deg/seac 4 deg/sec
Spoiler Rate, Aﬁﬂp 4 deg/sec 4 dep/mec
Differegtinl Stabilator 3 deg/sec 3 deg/sec
Rate, & d
B
Rudder Hate, Aér 4 deg/sec A deg/uec
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The closed-loop eigenvalues for the DFCS using Egs.
11 and 12 all fall within the unit circle. It is reasonable
to presume that if the continuous plant is converted to an
equivalent discrete system using a matrix exponential in Table
1, then a discrete system can be converted to an equivalent
continuous system using the natural logarithm of a matrix. If
¢ 18 either of the closed-loop system matrices in Egs. 11
and 12, then

= 1 -1 1 2 .1 3

is the equivalent continuous system. The sequence for the
logarithm of a matrix converges if the eigenvalues of $op, are
in the open right half complex plane and the magnitude of the
eigenvalues are less than or equal to two.

At the nominal design flight conditions (V = 183 m/s
(600 fpu), o = 9 deg, Py = 0), Table 5 shows a comparison between
eigenvalues of the different closed-loop systems in Eqs. 1l
and 12 for the same Q and R. The continuous-time closed-loop
eigenvalues determined by minimizing the continuous-time cost
function in Table 1 and the mapped discrete~time eigenvalues
are almost identical. Furthermore, changing the sampling time !
to a larger but not unreasonable sampling time has little ef-
fect on the mapped eigenvalue locations, particularly in the i
Type 0 system which does not involve using the pseudoinverse
to compute the fecdback gains. A comparison between Dutch
roll mode eigenvectors in Figure 4 shows the eigenvectors are

also almost identical. It is concluded that evaluating the
digital design using the mapped eigenvalues is a useful pro-

cedure for evaluating a digital system's performance using

continuous-time specifications.




e e i

TABLE 5

COMPARISON BETWEEN CONTINUOUS-TIME AND MAPPED
DISCRETE~-TIME CLOSED-LOOP SYSTEM EIGENVALUES

DYNAMIC MUDE

CLOSED=LOOP CHARACTERISTICS
CONTINUOUS DISCRETE TIME TYPE 0

CLOSED=LOOP CHARACTERISTICS

CONTINUOUS DISCRETE TIME TYPE 1

Short Period
Roll Command
Duteh Roll

Normal Acceleration
Command

Longitudinal Control
Lateral Control
Sideslip Command

SAMPLING TIME = 0.03 sec

CLOSED=LOOP CHARACTERISTICS
DISCRETE TIME TYPE 0

—Natural Tine Natural TIme
Fraquency. | Dasoin | Comge'™™' | FRedvsse | “hanios | gect™

4,19 0.662 -- 5,32 0.735 -
4,34 0.686 - 4,34 0.686 .-
3.46 0.658 . 3,46 0.658 .

- e 0.320 - - 0.363
. e 0.400 - . .-
.- . 0.849 - . .-

- . 0.975 -- - 0.974

UNL
CLOSED=LOOP CHARACTERISTICS

Natural ~Time Nitut?iscn b Ttk TSR ll'l':l.lll‘
DYNAMIC HODE Fraquancy. | Dpmeind | Copeent | Fhadisee | Riber | Cogect™

Short Period 4.21 0.665 -- 5.54 0.718 .-
Roll Command 4,34 0.682 . 4,34 0.682 .-
Dutch Roll 3.46 0.656 .- . 3.46 0.653 .-
Normal Acceleration - . 0.322 -e - 0.368
Command
Longitudinal Control - -- 0.400 . .- --
Lateral Control “e - 0.849 - . -
Sideslip Command .- . 0.978 - - 0.977
SAMPLING TIME » 0.1 sac, CLOSED-LOOF CHARACTERLSTICS cnogigéiogg CHARACTERISTICS

Natural Tinme Natural Time

e Hoo: rraquancy. | buming | Conatanc. | Faguncy. | Dumbiaa | Copstan:

Short Period 4,24 0.666 . 5.78 0,684 .-
Roll Command 4,34 0,671 .- 4,34 0.671 .-
Durch Roll 3,46 0.633 .- 3,46 0,653 ..
ggmrm:rlld:\ccelcntion .- .- 0.324 -- .- 0.371
Longitudinal Control .- .- 0.402 .- -- .-
Lateral Control .- -- 0.848 . -e --
Sideslip Command .- -- 0.984 .- - 0.983




- R-42436
] 3
i /3
65 Y1l

L O m
y /80 E]
- : .

Av ar Ap A, AG, A%

CLOSED-LOOP CONTINUQUS TIME TYPE O

x

| ey §
E

: $ 458 AL
?. V. /B3
- U eat
§‘ ! : av Ar dp Ay, 8, 4
l } ' CLOSED-LOOP DISCRETE-TIME TYPE O, At = 0,08 SEC
. ;
3 X
f !
G
T
¥ )

“ !

=122
8

T T

ﬁﬂgé‘&

av aor Ap ad, Aﬁm A,y

CLOSED-LOOP DISCRETE-TIME O, At= 0.1 SEC

Figure 4 Comparison Between Continuous-Time and
Mapped Discrete-Time Closed-Loop System
Eigenvectors for the Dutch Roll Mode




Using MIL-F~8785B the desirable range of short period
natural mode frequency at the nominal flight conditions under
discussion is 0.9 rad/sec to 6.8 rad/sec with a damping ratio
between 0.35 and 1.3. Minimum Dutch roll natural frequency,
w. » and damping ratio, {d, requirements are 0.19 for td, 0.35%
fog gdwn , and 1.0 rad/sec for wo The roll mode time con-
stant shguld be less than 1.0 secq All of these requirements
A are met by the mapped eigenvalues of the DFCS at the nominal
v flight condition as shown in Table 5.

b 2.4 COMPARISON OF DISCRETE DFCS TYPE 0 AND TYPE 1 RESPONSE )H

F Type 0 and Type 1 discrete DFCS design step responses $H

2 are presented in this section. The flight condition for the .
reference aircraft is the same as the one used for eigenvalue l:'
analysis in Section 2.3. The discrete state time histories :

are interpolated to provide the approximate continuous=-time
simulation. The discrete control time histories are stair- {4
i cased in the figures and indicate the step commands the ref- |
b erence aircraft actustors receive from the control law. The f

1 control laws are simulated using the incremental form shown in _
Egqs. 1 and 2. )-'

Experiments with large pseudoinverse weighting ele- ]
ments for the states in going from the Type 0 to the Type 1
DFCS have shown significant and in some cases unstable eigen- }
values changes. Care must be taken in using non-unity pseudo-
inverse weighting matrices when transforming from the Type 0
to the Type 1 control design. Keep in mind that the pseudo-
inverse used in Eq. 6 to find 012 and 922 and the pseudnin- -
verse used in Eq. 9 to find C; and C, are similar but have I,:
completely different effects on the control law. The former
affects steady state conditions while the latter affects l
closed- loop eigenvalues.
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To compare the effect of eigenvalue and step response
changes caused by the pseudoinverse weighting matrix, three
cases are considered. In all three cases the weighting on the
states is unity while the control weightings are unity, 100/MAX

P RS Beed My

T (2.5, 10,0, 1.85, 4.16, 1.66), and 1000/MAX (25.0, 100.0, 18.5,
:. v 41.6, 16.6). The resulting steady state control positions are
; i (a6%x ] [-0.321 0.0 0.0 |
k, r 863k 0.557 0.0 0.0 sa_, u
3 - * = - -
] h a6k, 0.0 0,226 -0.0258 AR, (13) |
; A8% 0.0 1.11 -0.00209 1
i L T - - -
% T for unity weighting, j
o |
3 | Casx ] [-0.127 0.0 0.0 ]
§ i. L 0.0272 0.0 0.0 Aa, A
3 as% | = | 0.0 -0.960 -0.116 AB, (14) 1
i 7 j
i N i i
4 L A8%_ 0.0 1.052 0.129 AP, !
! AGk 0.0 1.10 -0.00338 '
2 - - L - ‘i
for 100/MAX control weighting and ;
|
.‘]
_ o - y
‘ 86% -0,117 0.0 0.0 1
] 863 0.00236 0.0 0.0 sa :
: ask = | 0.0 -0.960 -0.116 8B, (15) i
i 8% 0.0 -1,052  -0.129 AP, f
| AG% 0.0 1.10  -0.00338 |
! r ] B
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for 1000/MAX control weighting. The primary effect is to de-
crease the main flaps steady state position and to increase
the spoiler steady state position.

The effect of increasing the control position weight-
ing in the pseudoinverse matrix on the closed-loop Type 1 mapped
discrete eigenvalues is shown in Table 6. The only signif-
icant effect occurs in the longitudinal dynamics where the
short period natural frequency and damping ratio decrease to
smaller but acceptable values,

TABLE 6

COMPARISON OF TYPE 1 DISCRETE CLOSED-LOOP
EIGENVALUES AT DESIGN POINT 1 FOR DIFFERENT
PSEUDOINVERSE WEIGHTING MATRICES

T-1p33
PSEUDOINVERSE SHORT DUTCH ROLL NORMAL ACCELER- S1DESLIP

WEIGHTING MATRIX PERIOD ROLL COMMAND ATION COMMAND COMMAND
Unity for Stutes
und Controls
Nutural Frequency, 5,54 3.46 4,34 —_— —
Rud/8ec
Damping Ratio 0.715 0.656 0,682 — —_—
Time Constant, Sec — —_— —_— 0,368 0.977
Unity for Btates
100 /MAX for Controls
Nutursl Frequency, q4.50 3.46 4.34 — —_
Rad/8ec
Damping Rutio 0.8p1 0,685 0.883 — ——
Time Conmtant, Sec — —_ —_— 0,384 0.977
Unity for Btates
1000/MAX for Controls
Nutural Frequency, 4.63 3.40 4,34 —-— -
find/8ec
Damping Ratio 0,585 0.858 0.6883 _— —_—
Time Constant, Sec — — r— 0,388 0.977
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Since changing the pseudoinverse weighting matrix
primarily affects only the longitudinal dynamics, further in-
vestigations will concentrate on Aan step responses shown in
Fig. 5. Figure 6 shows the corresponding control time his-
tories. The interesting results are the Type 1 control steady
state positions in Fig. & and the initial negative movement of

~ 1 l—““ e . “ ‘_ ‘ “ . !

5 da, in Fig, 5. Unlike the Type 0 control steady state posi-

. tion, the Type 1 control steady state positions do not agree

o with Eqs. 14 and 15. The Type (0 control law compares the states

. and controls with Q,,4y4 and Q,,4y,, respectively. Since Qq,
;. N and Qéz are exactly "matched" to the plant, the Type 0 control

: laws drives the command errors, Ax - Qy, Ay4 and Au - Q5,04

to zero. On the other hand, the Type 1 control law only com-

? pares Ay to Ayy and drives the command error Ay - Ayy to zero.
fﬁ : The Type 1 control law does not have a reference that
: « would enable it to choose among the number of control steady
; 1 state positions for A and Aémf which drives Aa, to Aa_..

‘ ! The steady state values for two controls accommodating only
ﬁ. . one Aa, command error simultaneously, depend on elements in C,
E. f and Cy and on the past trajectory of the plant states and con-

: trols. The ambiguity of the Type 1 control steady state posi-
- ; tions for Aan is, of course, completely eliminated when the
additional control, Aémf, is fixed.

P

normal acceleration, the initial pitching of the aircraft can
.cause the normal acceleration response to dip before arriving
at the proper value as shown in Fig, 5., Dynamically, the equa-
tions of motion have a zero in the right half plane. By suit-
ably adjusting Qs in Eq. 8 and by changing the control response
it is possible to shift the zero because of the extra design
freedom caused by maneuver flap (Ref. 13). Figure 7 shows the
rf ‘ more favorable normal acceleration respbnse caused hy using

1 %
e When stabilators are deflected to generate an upward i
i
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unity pseudoinverse weighting. The right half plane zero has
been shifted to :the stable left half plane, and the normal

acceleration response has been '"quickened" by the maneuver
flap.

Summarizing the results thus far, the Type 1 discrete
control law changes closed-loop eigenvalue locations for changes
in the quad partition matrix pseudoinverse weighting matrix,
while the Type 0 control law closed-lonp eigenvalues do not
change., Different pseudoinverse weighting matrices do not
significantly change the effective operating range of the Tvpe
1 control law but can desirably change the operating range of
the Type 0 control law. Based on these observations, the Type
1 discrete control law is designed with unity pseudoinverse
weighting as is done in Ref. 3 for the continuous time case,
Unity pseudoinverse weighting provides good closed-loop eigen-
value locations in transforming from the Type 0 to Type 1 DFCS
as demonstrated in Tables 5 and 6. The discrete time Type 0
DFCS will use 912 and 922 generdated using unity pseudo inverse
state weighting and 100/MAX control weighting. This weighting
scheme delay: the saturation ¢f maneuver flap until very large
Aay, commands are requested, increasing the normal operational
range of the Type 0 discrete DFCS. Note however that, as will
be shown at the end of this section, favorably saturating ma-

neuver flap does not decrease the operational range of the
Type 1 DFCS.

The discrete DFCS Type 0 and Type 1 design step re-
sponses is presented in Figs. 7 to 12. Each of the three com-
mands are individually stepped to unity and the perturbation
state and control responses are plotted. Overlaid on the
normal acceleration step respense in Fige. 7 and 10 are the
Category Il boundaries for the C* response taken from Ref. 17.
C* and a, are not equally comparable but the boundary docs
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give an indication of the approximate performance of the DFCS i

transients,

Figs. 8 and 11 is the Category II boundary for the roll rate ’
response also taken from Ref. 17,

lope,
sideslip.

the limits specified in Ref. 15.

Again p and P, are not equal -
ly comparable but the Py transient falls well within the enve- |

1]

i
R-42432 ’ C
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i} 2 gg E 03 !
k. £ 0.5- 05 S 8 oo ‘
‘ @ T 0.3 '
o] o o = Aby l
3 © 06 P -
@ 3 E o as '
0.0- — 00 2 g ~08 = :
o 1 2 3 a4 B o 1 2 3 4 & j
TIME (see) TIME (swc)
Figure 9 Type 1 DFCS Ap Step Response
ﬁ: R42434
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) i = 0.00
5 2 5 g 0.0 l
_' §§ O,Sﬂ - 0,15 3 g -0.
j -0.101 AS, I |
g 0.0 0 8 l\ &
o 1 2 3 5 o 1 2z 3 4 5 |
3 TIME (sac) TIME (se0) ‘
f Figure 10 Type 0 DFCS Aa_ Step Response

Overlaid on the wind axis roll rate transient in

No step response transient envelope is available for ‘
Sideslip response in Figs. 8 and 11 during a roll ,
rate step response is reduced until the deviation fallis within [
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The Type 0 DFCS does not perform as well as the Type

1 DFCS for the Aan response.,

The use of unity pseudoinverse

weighting for the Type 1 DFCS speeds up the response using
large control movements without compromising the effective
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operating range of the aircraft. In the Type 0 DFCS, a trade-
off is being made between small control movements and speed of
L response. The steady state values for ad ¢ and A6 for a 0,305
m/s2 (1 fpsz) sa, command using the Type 1 DFCS are 0.710 deg
and -0.377 deg, respectively, as shown in Fig. 7. The corre-

. sponding Type 0 DFCS steady state values are -0.321 for AGS

i and 0.557 for A8 . in Fig. 10. It would appear that a Aa_

i command above 4.3 m/s2 (~1/2 g) would saturate maneuver flap
rendering the Type 1 and Type 0 control laws inoperative for
ba, commands above 4.3 m/52 (1/2 g). This interpretation is
entirely incorrect for the discrete Type 1 DFCS.

When a Aan command above 4,3 m/s2 (1/2 g) occurs, the
Type 1 control law rapidly saturates maneuver flaps at 10 deg
of travel. The Type 1 DFCS reduces to the situation where
" there is one control, AGS, which is to be commanded by the
3 control law tu meet the one requirement of forcing 4a_  to Aa, ..

The capability of the discrete Type 1 DFCS to handle control

saturation through control reset is a unique feature of the
incremental form and is discussed in previous paragraphs. As
; long as one longitudinal control is not saturated, the Type 1 }
: control law will continually try to zero the command error
with the unsaturated control surface. The Type 1 control law !
X fully exploits all the capabilities of the aircraft and will
| accommodate the command until all available controls saturate. |

A similar reset mechanism is also incorporated in the 1
\ Type 0 control law. The Type 0 control law, however, does not

have the integral property and is unable to automatically change

'4 control strategy. A demonstration of the Type 0 and Type 1 }'
control law Aa, response for a normal acceleration command of

ks 12.2 m/s (1.25 g) is shown in Fig. 13. The Type 0 control law

has a steady state error while the Type 1 control law does not.

The Type 1 maneuver flap response unsaturates because stabilator [l
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position compensates for the saturation and at the same time i'
the command error changes sign because Aa, overshoots the com-

mand. The resulting sign change in the maneuver flap incre- 1,
mental command, Agk, causes the control position for Aémf to '
reenter operational status. The Type 0 control law compares l;
the maneuver flap position with Q998Y4- The Type 0 command

error does not change sign and maneuver flaps remains saturat- -
ed, Similar behavior in the nonlinear simulations are shown l?
in Chapter 3.

2.5 DESIGN PERFORMANCE AT THIRTY FLIGHT CONDITIONS l

The design results for the entire range of flight
conditions are presented in this section. The remaining twenty-
nine point designs are performed with the cost function weight-
ing elements shown in Table 4 for the primary design held essen-
tially constant. The closed-loop mapped eigenvalues for the
Type 1 and Type 0 DFCS are shown in Tables 7 and 8, respectively, )
The rise time, overshoot, and settling time for each command
at each flight condition for the Type 1 DFCS is shown in Table
9.

The rise time is the time it takes the response to
reach 90 percen* of the commanded value. The overshoot is the
maximum peak of the response expressed as a percentage of the
command, The settling time is the time required for the re- ;
sponse to settle within 5 percent of the commanded value. The |
step response characteristics in Table 9 show little overshoot
and acceptable rise times with behavior much like those in ) |
Figs. 7 to 12.

e o

There is some eigenvalue variation in transforming
from the Type 0 (Table 8) to the Type 1 (Table 7) DFCS but the ]
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general trend is to improve the eigenvalue location. The larg-
est eigenvalue change in transforming from the Type 0 to the

. Type 1 DFCS is the normal acceleration command mode which be-
. comes faster (i.e., more stable). The short period mode exhi-
: bits the required increase in natural frequency with increased
dvnamic pressure. When the aircraft is rolling (pw # 0.0) the
short period damping ratios all -ecrease in Table 7 and 8. On
the other hand the Dutch roll damping improves when rolling.
Excgpt for two flight conditions (Vo = 122 m/s, @, = 17 deg,
and a, = 21.4 deg, Pyo = 100 deg/«.c) all closed-loop eigenval-
ues remaiu with the requirements specified by MIL-F-8785E.
These two flight conditions are considered to to be extreme
and the transgression is minor (short period damping ratio =
0.33 instead of 0.,35).
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2.6 EFFECI'S OF GAIN SCHEDULING

L |

After the optimal point designs are complete, the
_ resulting thirty sets of gains are regressed against functions
Q' § cf the trimmed flight conditions in order to find hipghly cor-
'.ﬁ , related relationships. Four function sets are found to Le
K highly correlated and are used for gain scheduling. They are

Tty

: a
3 , 2 280 2
-3 . Gain = a,a + + a,a V- + a (Schedule 1)
. 1 42,300 + 280 31 4
vmfi ? ) Gain = a, V2 + an0 + aqa + a, (Schedule 2) (16)
. T

) + ] 5
f o Gain alpw\ + 89P0 + a3pP,a, + a,

azpw280

Him = 2
Gain = a)pe * uz + aBpWanV + a,

-30a0 + 280

45




where a; to a, are the regression coefficients and a, is the
regression constant. These gain schedules are derived from
flight conditious at one altitude (6,100 m, 20,000 ft) but the
major effects of altitude can be incorporated by replacing the
V2 terms with % P V2. The term p,'is the local air density.
Schedule 1 and $chedule Z are for the primary longitudinal and
lateral-directional gains while the latter two sets are for
the cross-coupling gains that are non-zero when Py is non-zero,
Each gain 1s scheduled using the function set that yields the
highest correlation coefficient.

The Type 0 DFCS described by Eqs., 2 to 4 requires 80
gains to be scheduled. The Type 1 DFCS described by Eq. 1
requires the scheduling of only 40 gains. The scheduled gains
generally have correlation coefficients, p, greater than 0.8
with the optimal gains. The effect of the gein schedule on
closed-loop eigenvalues is shown in Figs. 14 and 15 for & sweep
in anple of attack. The Type 1 DFCS gain schedule design re-
mains within the requirements of MIL-F-8785B throughout the
angle of attack sweep. The Type 0 DFCS, however, has a prob-
lem with the sideslip command mode as shown in Fig. 15. Near

16 deg o the closed-loop mode briefly goes unstable using
schedule 1.

From previous work in Refs. 1 and 3, it is known that
the fighter aircraft under consideration has control reversals
vceuring in the lateral-directional axis near 16 deg ag. An
important part of this study is to determine if the gain sched-
ule constructed here can accurately capture control gain sign
changes. In summary the Type 1 gain schedules performed very
vell while the initial Type 0 gain schedules had difficulties.

The instability of the A command mode in Fig. 15 can
be traced to two gains which are plotted in Fig. 16b; the Av
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Figure 14 Fffects of the Gain Schedule on Closed-
Loop Type 1 DFCS Mapped Eigenvalues

to A6r gain and the Av to Aads gain., Schedule 1 has the high-
est courrelation with these two gains and was originally imple-
nented. Schedule 1 closely matches the gains except near 16
deg a- Schedule 2 is & different gain schedule shown in Eq.
16 and has lower correlation with the optimal gain. Schedule
2, however, maintains, stability as shown in Fig. 15.

Examples of Type 1 scheduled gains are shown in Figs.
16a and Fig. 17. The scheduled gains closely match the op-
timal gains particularly near 16 deg o The Aw to A&s gain
in Fig. 17 and the Av to A&r gain in Fig. 16a show the "buap"
near 16 deg a, with a roll cff as o increases that the func~-
tion 280/(02—300 + 280) tries to capture. The Type 1 gain
scheduled design step responses in Fig. 18 at the primary de-

sign point are essentially the same as the optimal control

step responses.
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2.7 CHAPTER SUMMARY

This chapter presents the design of Type 0 and Type 1

R digital control laws for a fighter aircraft. The Type 1 design ,
W is successful and is suitable for full evaluation in a nonlinear | |
N simulation as is done in Chapter 3. Numerous difficulties are f
;é encountered in simultaneously designing the Type 0 control .
3 law. It is concluded that the Type 0 control structure with '

the low-pass filter effect and no integral compensation is not l‘
a suitable controller for the fighter aircraft. '
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Although hoth the Type 0 and Type 1 laws are direct
digital designs, the cost function weights and desired closed-
loop eigenvalues and eigenvectors are ~hosen using continuous-
time specifications. This is accomplished by using the sampled-
data regulator and by mapping the resulting discrete closed-loop
system to an equivalent continuous system using the log of a
matrix,

There are four steps in the Type 1 and Type 0 DFCS
designs that represent the "art" in the design procedure. De~
tailed discussions of each of the four steps are presented in
this chapter., The first step is the choice of the pseudoin-
verse welghting matrix for iuverting the quad partition matrix

(¢~1I) T
H D

used in calculating the steady-state feedforward matrix. The
quad partition matrix is not square because three commands are
driven by five controls. The pseudoinverse allows for the
optimal blending of steady-state control surfaces to satisfy
the command requirements. The second sten is the choice of the
optimal control quadratic weights subject to what constitutes
a "good" design for a fighter aircraft. The third step is the
choice of the pseudoinverse weighting matrix for inverting the
quad partition matrix when transforming the control gains from
the Type 0 to Type 1 structure. The primary objective of the
third step is to reduce any adverse closed-loop eigenvalue
variations caused by the transformation. A secondary objective
is to place system zeroes in more desirable locations. The
fourth step is the choice of the sch2duling functions used in
the control law gain schedules. The objective is to develbp
gain schedules that allow control gains to be computed as a
function of flight condition for onboard implementation and
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i
ii give nearly the same performance as the optimal control point
design gains.
E: Evaluation of the gain schedule is an important part
: !' of the design because the reference aircraft is known to have
¥ an adverse yaw problem at high angles of attack. The Type 1
n- gain schedule effectively handles the control gain sign changes,
3. while the initial Type 0 gain schedule demonstrates difficul-
. tieslwhich are subsequently surmounted. A demonstration of
}_ the successful, gain scheduled Type 1 DFCS in demanding non-
linear maneuvers is presented in the next chapter.
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EVALUATION OF A FIGHTER AIRCRAFT DIGITAL FLIGHT
CONTROL GYSTEM BY NONLINEAR SIMULATION

3.1 OVERVIEW

The previous chapter describes the construction of a
fighter aircraft digital flight control system (DFCS). The
system is designed to produce accurate and well-damped re-
sponse to commands, and it should be capable of operating over
a wide range of velocity, normal acceleration, and roll rate.
The control system is not sensitive to control surface actua-
tor position limiting, as occurs in air combat maneuvering
(ACM) flight. To test all of these attributes, this chapter
details the construction, execution, and results of a series
of experiments which compare the ACM tracking accuracy of the
digital flight control system to the conventional control sys-
tem presently on-board the eircraft,

The comparative tests, s*ructured as shown in Fig., 19,
are based on a simulation which is identical from experiment
to experiment except for the control system structure. The
same ACM tasks flown by the same pilot model are used, and the
same nonlinear 6 degree-of-freedom aircraft model is used.
The full authority digital {light control system is primarily
compared to the conventional mechanical linkages with limited-
authority analog sas. A third control system consisting of
the mechanical linkages and digitally driven, limited-authority
sas actuators is given limited testing. Section 3.2 discusses
the details of the pilot and aircraft simulation, while Section
3.3 presents the control system models. The test results are
included in Sections 3.4 through 3.6.
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Figure 19 Test Structure

3.2 SIMULATION DESCRIPTION AND TEST PROCEDURE

The components of the ACM simulation are the nonlin-
ear, b-degree-of-freedom (DOF) aircraft simulation, the ACM
pilot model, the ACM task definition, and the aircraft control
system. All except the latter are discussed in this section.
It is important to emphasize that in each of the experiments,
only the control system is changed. This allows a direct com-
parison of the control system effectiveness.

3.2,1 Nonlinear 6-DOF Aircraft Simulation

The aircraft dynamics are modeled by the nonlinear, €
degree-of-freedom rigid-body equations of motion. The six
kinematics equations are defined as

e i R -
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: E
Xp Hy Vg
= (17)
0 Lol oy
Up B Yp

where Xp is the aircraft position vector, vy is the aircraft
Euler angle vector, Vp is the aircraft body-axis velocity vec-
tor, wp 1s the aircraft body-axis angular rate vector, Hg is
the body-to-earth axis direction cosine matrix and Lgl is the
body-to-Euler angular rate transformation matrix. The corre-
sponding six dynamics equations complete the 12 rigid body
state equations

. B ~
Vp F/m + Hp gp - wpVp

= ) ) (18)
Wp Ig™M - Ipibglpup

A where F and M are the force and moment vectors due to aero-
dynamics and thrust effects, and (~) represents the cross-

% product equivalent operation. The alrcraft mass is m, and the
rotational inertia matrix is Ig. The cross product terms model

i the inertial couplings which are important in maneuvering flight.

The aerodynamic forces and moments are nonlinear func-
. tions of the state of motion of the aircraft and the control

$5 surface deflections. The thrust forces and moments (which are
entirely within the plane of symmetry) are functions of the
By, flight condition and throttle position. The following equa-

3 { tions indicate the effects included in this model:

ﬁ F=|aq,S Cy(u,B,E,?,ésp,éds,ér) + 0
"' qm S Cz(Mgaysaayﬁspémfgdsp) -T(M’h’(ST) sin eT

(19)
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auSb o (M,0,8,5,F,8,,1645:6,) 0
M= | QuST Co(Ma,B,d,64,8,6,6, 01X 0) + | zp T(M,h,8y)
q,Sb Cn(a,ﬂ,E,F,és,ésp,ﬁds,ér,xcg) 0

-
(20)
The quantities O and zy are the thrust misalignment and mo-
ment arm, respectively. The functional relationships implied
in Eqs. 19 and 20 are given primarily by tabular data, and the
aircraft simulation uses an efficient linear interpolation

routine to calculate the aerodynamic and thrust forces and
moments at any specific state,

Control surface position limits are included in the
aircraft model. First-order, rate-limited actuator models are
used in preliminary testing, hut are not included in most pro-
duction aircraft simulations for reasons of simulation effi-
ciency. This simplification should not have a significant
impact on conclusions based on a comparison of different flight
control techniques of comparable bandwidth. Table 10 lists
the control channels and the displacement limits used in all
the experiments reported in this chapter, along with the rate
limits and actuator time constants that can be used.

3.2.2 ACM Pilot Model

The ACM pilot model contains an acceleration-oriented
trajectory generator that describes the specific maneuver the
pilot wishes to perform, and a set of piloting gains that trans-
late the ACM trajectory into stick and rudder pedal displace-
ments. Hence, this pilot model is a trajectory tracking pilot
model. Alternatively, the ACM trajectory internal to the pilot
model can be viewed as the maneuver the pilot must perform to
accurately track a specific opponent's maneuver. The extensicn

57
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TABLE 10
CONTROT. CHANNEL DETAILS
_ T-3115
CONTROL POSITION LIMITS RATE LIMIT TIME CONSTANT
liThrottle, 6r 0 to 2 units ;0.4 uni::;sc 0.5 sec
Stabilator, Gs 30 to 10 deg 3¢ deg/sec 0.05 sec
Maneuver Flap, St 0 to 10 deg 30 deg/sec 0.05 sec
Spoiler, Gsp <55 {0 55 deg | 250 deg/sec 0.05 sec
Differential Stabilator, 84s | 12 to 12 deg 30 deg/sec 0.05 sec
Rudder, 6r =30 to 30 deg 30 deg/sec 0.05 nsec

of this model to include a target model, tracking kinematics
and right dynamics is possible but unnecessarily complex for
the purposes of the tests reported in this chaptert

The ACM trajectory generator commands consist of the
three components of earth relative acceleration expressed in wind

axes (VC, anc) and the component of bndy angular rate along

...
the velocit;cvector (pwc). Wind exes consist of an x~axis along
the velocity vector and a z-axis in the body x-z plane. The roll
angle about the velocity vector between the wind z-axis and the
vertical plane is denoted by ¢V, which forms one of the ACM tra-
Jectory generator scates. The others are velocity magnitude

(V). flight path angle (y), and velccity heading (£). The
nonlinear state equations that describe the trajectory gen-

erator dynamice are given in Eq. 21.

-, - - .
v, ]
¢ P + é sin y
v _ W, . (21)
£ (1/V cos y)(a_ . sing, + Ay coss,,)
L? i L (l/V)(anc cosp, - ay0 sin¢v) |
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Note again that 8nc and ayc are components of earth-relative
acceleration, and differ from ideal accelerometer outpurs in

these axes by the acceleration of gravity.

The transformation of the trajectory generator out-
puts to stick and pedal deflections occurs by two routes, as
illustrated in Fig. 20. The ACM commands themselves (acceler-
ations and roll rate) provide pilot control deflections direct-
ly by way of the command/control pilot gain matrix. These
inputs are '"open-loop" in the sense that they do not depend on
the actual aircraft path-following accuracy. These open-loop
inputs will dominate the pllot's input over the short term and
in very rapid maneuvers, such as a rolling reversal. Command/
control gains for the ACM pilot model are derived primarily
from the command/control steady-state  matrlices discussed in
the previous chapter of this report. Some modifications to
these gains were made based on initial simulation tests.

R.J7808

: MMAND/CONTROL 4 TINPUTS TO
A O reomi™
ROLr. RATE MATRIx ﬂn K PEDALS

ACM VELOCITY,
ROLL ANGLE

+

PATH FOLIOWING | ERROR/CONTROL
ERRONS ™1PILOT GAIN MATRIX

ACTUAL VELOCITY
ROLL ANGLE

Figure 20 ACM Pilot Model

By differencing the ideal ACM velocity and roll angle
(V, ¢., £, v)_ with the actual aircraft values, the maneuver
\Y c

39
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errors can provide error-correcting pilot inputs (Fig. 20). 1In
principle, velocity error drives throttle, roll error drives
lateral srick, flight path angle error (transformed into air-
craft axes) drives longitudinal stick and heading error (trans-
. formed into aircraft axes) can drive rudder pedal. In actual

;I implementation in this study, since lateral acceleration (di-
rect sideforce) is not within the capability of this airframe
to any significant extent, ayc is always zero, and sideslip
error 1s used to drive rudder.

EREN et

The error feedback gains are derived from the command .
gains by assuming a Z-sec time constant for error correction.
Table 11 lists the pilot model gains for the high subsonic
flight condition at which testing is performed. Note that the
large throttle error gain is chosen so that the pilot model
selects full afterburner early in an ACM maneuver, which
minimizes energy loss. More detail concerning the rudder
command gain is given in the results sections later in this
chapter; the rudder input is necessary to roll the aircraft at
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TABLE 11
ACM PILOT MODEL GAINS
T-3116 P
i
GONTROL GCOMMAND ERROR POSITION LIMIT T
Thiattle 405 units dypv/g VC 0.07 vnlts dp/0ps oV | 0 to 2 units | A
3 5??5&ludlnnl 0.758 in fyon/R “"c 0.165 in 6lnn/deg Ay 4.0 Lo 5.5 §n, -10,2 em Lo 14 em L
& Lateral Stick | 0.04 in ﬁlﬂt/den/sec Py 0.02 in 61ﬂr/deg Ad =605 to A5 dn -4 em Lo J14 om :
A P
. Rudder 0.0 ?‘
i or 0.1 ir 6ppd/dng AR ~3.0 to 3.0 in, «7.6 em Lo 7.6 cw
-:]' N
,Y 04.012 in 6ped/dcg/sec pwc . E; ‘
0 [t

* Throttle units 0.0: idle
1.0: [ull military powver
2.0¢ full alterburner




high angle of attack with a conventional control system. The
table also lists the pilot control deflection limits,

3.2.3 ACM Tracking Tasks

=1

e e Bl

There are two tracking tasks used in this study, a
%- wind-up turn and a rolling reversal. They are specified in
- terms of the velocity-axis accelerations and roll rates in-
volved, Figure 21 illustrates the time history of the com-
manded wind-up turn. The commanded longitudinel acceleration
is zero. This set of commands results in a rapid roll into a
steady, high-g right turn followed, 10 sec later, by a rapid
roll into a high-g left turn. The actual capabilities of the

T T TTmReemEn s
L ST )

= .7 T hTmTTmmm
A

i 43' aircraft are such that this maneuver exceeds the steady turn

f . rate at the flight condition chosen (800 fps TAS at 20,000 ft,
;‘ } 244 m/s at 6100 m). Hence, the aircraft will slow down in

E?_ this maneuver and increasing ¢ will be required to maintain

3 - the high-g flight condition. The net effect of all thieg is

E‘ } that the bank-to-bank maneuver 10 sec into the trajeccory will
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occur at high angle of attack. This maneuver is flown both by
an open-loop pilot model (all error feedback gains set to zero)
and a closed-loop pilot model, which includes all of the error

feedback gains. The latter case is a form of target tracking.
In all of these tests the roll command-to-rudder gain is zero.

The second maneuver used in these tests 1s described
by the inputs illustrated in Fig. 22. This maneuver is called
a rolling reversal, and is designed to convert ('reverse") a
defensive tactical situation into an offensive one. The man-
euver is a combination of high-g pull-up and 360 deg roll.

The pull-up starts 1 sec before the roll. This combination
results in a trajectory which rises sharply and then dives (by
means of a sharp pull-up while rolling inverted) back to rough-
ly the original trajectory. Since this is a "pre-programmed"
maneuver, these tests are performed without any error feedback
in the pilot model. This maneuver is so rapid that Gélocity
changes are not as severe as in the wind-up turn. One diffi-
culty in flying this trajectory involves the high angle-of-
attack roll effectiveness of lateral stick in the conventional
aircraft. It is low enough so that lateral stick alone will

not lead to the completion of the maneuver. For this reason,
the roll rate command-to-pedals gain is inserted in the ACM
pilot model. The DFCS does not need the pedal input to follow
this maneuver, as will be shown in Section 3.5.

3.3 CONTROI. SYSTEM CANDIDATES

Three control systems are tested in the experiments
reported in the following sections. Figure 19 shows that they
all interconnect the pilot's control stick and pedals with the
aircraft control surfaces. Throttle and engine control are
not discussed further in this section, since the trajectories
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that are tested require full afterburner to minimize energy
loss during the high-g maneuvers.

The conventional mechanical control system is illus-
trated in Fig. 23, and it consists of three separate channels,
The pilot's lateral stick also drives the spoilers, and the
maneuver flap is not deflected., The pitch and yaw sas actua-
tors are limited-authority channels driven by washed-out rate
feedbacks. Yaw sas also involves lateral acceleration feed-
back for turn coordination. The pitch sas limit is $3 deg
stabilator, while the yaw sas limit used in this study is *9.5
deg rudder. The variable limit on pilot's rudder input is
about *15 deg in the ACM flight condition.

The roll channel contains a rate feedback and a com-
mand augmentation feedforward., The pilot's differential sta-
bilator can never be larger than *7 deg, but the roll cas can
add up to 5 deg of differential stabilator to this. Hence,
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neither the pilot nor the cas have full differential stabila-
tor authority, and in a case of roll cas failure or shutdown,
the effective pilot roll control power (due to both the me-
chanical linkage and the roll cas) is reduced considerably.
The roll cas signal is composed of a roll rate feedback and a
lagged feedforward of pilot lateral stick. This roll command
augmentation produces high effective pilot roll control power
while avoiding the large roll accelerations that would result
if the mechanical channel had full differential stabilator

authority. Any or all of the three independent sas channels .
i' . can be turned off. P

g Ry

%

L ¢

DT
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: .
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The inputs to the analog sas computer consist of nor-

I

E mal and lateral acceleration and the roll, pitch and yaw angular
2 rates. Later modifications to the conventional control system

E (described in Ref., 21 but not modeled here) also use angle of

{ attack and Mach number to schedule automatic maneuver flap and 3
i- T aileron-rudder interconnect. The nose probe that senses angle
| !

b

I

)

i

{

F

[ SR

[ 3

]
. of attack can also sense sideslip, although this capability is j
. not presently utilized. Another input to the sas computer is i
3 pilot lateral stick position, which drives the roll cas lag i

compensation., The outputs from the analog sas computer are

1
1 commands to the rudder, stabilator and differential stabilator §
sas actuators.

Another of the flight control system candidates is
g )' the full-guthority digital fiight control system (DFCS), de-

e Z L e L EAwes

scribed in Chapter 2. As illustrated in Fig. 24, all control
N calculations occur in a digital flight computer (actually a
set of parallel computers for reliability reasons) and the
( outputs command full-authority actuators for stabilator, man-
| euver flap, spoiler, differenctial stabilator, and rudder. The
command inputs are pilot longitudinal and lateral stick posi-
) tion and rudder pedal position, which are interpreted in the

| 6s
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flight computer as commands of normal acceleration, roll rate
about the velocity vector and sideslip. Although these pilot-
control~to-command relations would be scheduled wirh flight
condition in an actual implementation, they are fixed for the
purposes of this study at 1.32g's/in, 25 deg/sec/in and -10
deg/in respectively. The inputs to the digital flight com-
puter are similar to those available to the conventional ana-
log sas computer in that normal acceleration, angle of attack,
and roll, pitch and yaw rates are needed. Additionally,; side-
slip is required for the control algorithm and dynamic pres-
sure is needed for gain scheduling. In principle, sideslip
command and feedback can be eliminated in favor of lateral
accelerometer feedback and lateral specific contact force com-
mand, resulting in inputs essentially identical to those used
by the conventional control system,

The third control system tested in the ACM experi-
ments is a digitally-augmented conventiocnal control system,
and it is illustrated in Fig. 25. 1In this control system, the
conventional mechanical linkages between pilot and control sur-
face main actuators are unchanged, and the limited-authoivity
sas actuators are retained.

The sas computer, however, is
digital and contains as a subprogram the complete digital
flight control system described above. The sas actuator com-
mands are calculated by subtracting the pilot's mechanical
linkage control surface command from the DFCS control surface
command, much as is done in the present ARI design for the
F-14A (Ref. 22). In the absence of control signal limiting
effects, the main actuator command signal is identical to the
DFCS actuator command signal. The value of such a controal sys-
tem is obvious in the context of a retrofit program, aund the
reliability and redundancy issues are more akin to those in-
volved with conventional control systems. The basic question
to be answered about a digitally-augmented system is whether
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the limited-authority sas channels are sufficiently powerful
to improve the aircraft command response to a level approach-
ing the full-authority DFCS.

s‘.“-i B l I:“ -

¥

Testing of the conventional control system and the
DFCS against each other is described in the following two sec-
tions, and the performance of the digitally-augmented conven-

L

& Seaind [ 2=

tional control system is examined in Section 3.6.

& sdedid

3.4 TRAJECTORY TRACKING IN THE WIND-UP TURN

[
R s

The wind-up turn maneuver implemented here involves a
rapid roll into a steady right turn, followed 10 sec later by
a roll to a steady left turn. Although maximum thrust is ap-
plied , the aivcraft slows, which requires higher o to hold
the large normal accelevation. The emphasis in this test is

TS AT TR T
L

j pr——]
: -
e e R AL T S L

1' on tracking accuracy, so a closed-loop pilot medel is used.

: As discussed in Section 3.3.1, this pilot model attempts to

. null trajectory following errors by moving “he stick and pedals
] in response to these errors. The pilot's roll rate-to-rudder

gain is zero for these wind-up turn experiments.

. Two control systems are tested: the conventional :
i mechanical control system (sas off) and the full-authority
' DFCS. The command responses of the DFCS are illustrated by

}' Fig. 26, which shows that the aircraft response to the step
¥ P commands of a, and p is rapid and does not exhibit excessive
& overshoot. The response settling is very good. Although the
! sideslip command is zero, there 1s a significant response dur-
ing the initial roll and pull-up. The sideslip settles quickly
l to the steady value afiter the initial transient, and exhibits
very little oscillation. Note that the structure of the DFCS

l ig such (Fig. 20) that the command trajectories are proportional




to the pilot's control inputs, The normal acceieration and Eﬁj
wind-axis roll rate command inputs come from Jongitudinal and ]
. lateral stick respectively, and sideslip command comes from if
| Y .
| rudder pedals. The angle-of-attack response is also included 4
; in Fig. 26 to show its rapid yet well controlled character. ;H
- Note that as speed drops during the maneuver, angle of attack “;
i
: is increased by the DFCS to hold the commanded normal accelera- )
: . 8
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k .
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Figure 26 DFCS Command Response in the Vind-up Turn
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The aircraft control surface motions that cause this
response are shown in Fig. 27. The rapid stabilator and man-
euver flap movement initially cause the rapid response noted
abcve, yet both control surfaces are quickly reduced to lower
values representative of the steady-state turn. ' Note that
full maneuver flap is used to produce maneuver quickening.
Later in this maneuver, the stabilator deflection is increased
to achieve higher angle of attack. The controller also de-
flects maneuver flap to assist holding normal acceleration as
speed is reduced. Hence, the DFCS includes an automatic man-
euver flap feature. Differential stabilator is commanded to
its limit as the aircraft rolls into the turn, and then quick-
ly is reduced to a low value. Some motion is necessary to ‘
damp the Dutch roll oscillation, which in this aircecraft in- }
volves significant roll motion (Ref. 23). Rudder motion serves
to damp sideslip motion, and spoiler deflection is relatively !
small and hence not shown here.

The same ACM pilot model flying the same airframe in
the same maneuver with a conventional mechanical control system
(sas off) achieves much different results. Figure 28 compares
roll angle responses. The poor Dutch roll damping of the con-
ventionally-controlled aircraft is apparent. The sideslip
response (Fig. 29) confirms this. The initial sideslip pulse
is similar to that observed for ths DFCS aircraft (Fig. 26),
but the Dutch roll that the sideslip pulse excites lasts much
longer than for the DFCS aircraft. The angle-of-attack response
shown in Fig. 29 should be compared to that shown in Fig. 26;
this comparison shows the low-overshoot and well-dampled nature
of the DFCS response. Note that the constant a characteristics
of the conventional control system is not necessarily a negative
attribute; the conventional control system is approximately an
angle-of-attack command system, and the pilot is expected to
compensate for the loss of normal acceleration at a given o ac
the speed decreuses.
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b The stabilator tra‘ectories that result from the con-
1 ventional contrcel system are shown in Fig. 30, and these are

R. proportional to the pilot model's control stick inputs. Es-
L pecially apparent is the pilot model's attempt to reduce the
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The stabilator trajectories that result from the con-
ventional control system are shown in Fig. 30, and these are
proportional to the pilot model's control stick inputs. Es-
pecially apparent is the pilot model's attempt to reduce the
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poorly-damped Dutch roll response by using lateral stick (dif-
ferential stabilator). If this short-term compensation task
can be performed automatically, the pilot could devote more
attention to target tracking.

All of the previous plots deal with the turn entry
and steady right turn during the first 10 sec of the trajec-
tory. At 10.1 sec, the pilot model attempts to roll the air-
craft to a left bank, and this roll input occurs at high angle
of attack for both control systems., Speed has dropped from
the maneuver entry speed of 0.77 Mach to 0.62 for the conven-
tionally-controlled aircraft and speed has dropped to 0.47
Mach for the DFCS aircraft, due to its higher and more ac-
curate normal acceleration response, which has unavoidably
produced higher drag. Indeed, the DFCS aircraft reaches the
aircraft pitch performance boundary soon after the left roll
is initiated because stabilator goes to its aircraft-nose-~up
limit. The aircraft remains well controlled about the other
axes, however, and even angle of attack exhibits only a miid
oscillatory response around 31 deg a. The roll to the left
bank (Fig. 31) is sluggish due to the low velocity but occurs
accurately. The mild oscillations in roll are probably due to
the small uncontrolled o oscillations.

The same maneuver (entered at somewhat lower angle of
attack) in the conventionally~-controlled aircraft results in a
control-induced departure and incipient spin. Angle of attack
is oscillatory and approaches 50 deg. Among the best indica-
tions of the departure are the plots shown in Fig. 32, where
body yaw rate is rapidly increasing. The accompanying roll
angle trajectory shows that the aircraft initially rolls left,
as desired, but rapidly snap-rolls to the right through more
than 360 deg. This undesired motion is caused by the pilot
lateral stick input which drives differential stabilator.
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f At high o, this produces roll and yaw moments of *he opposite
- sign (in this case left roll moment and right yaw moment),
whereas roll and yaw moments of the same sign are necessary to
successfully roll about the velocity vector. The adverse yaw
response causes the undesired snap roll. There is no indica-
tion at 20 sec that the pilot has recovered contirol of the

3 A aircraft, and altitude is being lost at 16,000 feet per minute '
.f . (81 m/s). ]

The DFCS has enabled the pilot model to fly the air-
craft right up to its performance boundary without experienc-
] ing a departure from controlled flight. Besides expanding the
' | uscinl performance region, this has a significant impact on
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pilot confidence and pilot training. With the conventional
control system, the departure shown here can be avoided if the
pilot learns to center lateral stick at high angles of attack.
Even if the pilot could remember to do this along with his
other ACM tasks, it is not clear he has sufficient information
on which to change his control strategy. The DFCS assumes
this task, allowing the pilot to prosecute the ACM task with
improved concentration.

3.5 ACCURACY IN THE ROLLING REVERSAL

The rolling reversal is an air combat maneuver de-
signed to convert ("reverse") a defensive tactical situation
to an offensgive one. The maneuver is a combination of a high-g
pull-up accompanied by a 360 deg roll. Since it is a 'pre-
programmed"”" maneuver, these tests are pertormed without any
error feedback in the pilot model. The maneuver is so rapic
that velocity changes are not as severe as in the wind-up turn.

As discussed in Section 3.3.3, initial tests indicat-
ed that the conventionally-controlled aircraft cannot execute
this maneuver with only lateral stick input due to the low
rolling moment at high o«. For this reason, the roll rate com-
mand-to-pedals gain is inserted in the ACM pilot model. The
DFCS does not need pedal input to follow this maneuver, and
testing indicates that the only effect of the extra pedal input
is a significant increase in sideslip (since pedal is the DFCS
sideslip command channel). Hence, in the comnparison presented

here, the DFCS pilot model is simpler than the pilot model

flying the conventional aircraft. 1In the following compari-
sons, the conventional aircraft has all three sas channels on.




The roll rate accuracy through the 360 deg roll is Ijg
shown in Fig. 33, The conventional sas results in only a £ 20 .
deg/sec accuracy to the 60 deg/sec command, with a significant 7{”
attitude effect apparent, i.e., the roll rate drops as the 4
aircraft is inverted. The DFCS roll rate lies within 4 deg/ y"
sec of the command, even though rapid changes in the flight : J{
condition (roll rate and normal acceleration) are taking place. (ﬁ
The end of the maneuver is much more rapid and accurate for L% -
the DFCS aircraft, whereas the conventionally-controplled air-
craft roll response tails off slowly. This will produce a $ 

roll angle error which the open-loop pilot model is not set up
to correct.

Casaciciaans g

i : The longitudinal responses are compared in ['ig. 34, b
' which shows that the conventional sas response and the DFCS
g response are quite similar. The DFCS produces a somewhat more |
A: even angle-of-attack trajectory and, due to this, a much better i
normal acclereration respunse. The increase in angle-of-attack |
- ‘ Ia; the end of the roll compeusates for the loss in velocity |
that has occured during the maneuver.

- Yaw rate magnitudes produced by the two control sys-

% tems are comparable, although the DFCS produces much better
ﬁ gideslip control, as illustrated by Fig. 35. Sideslip trans-
$: ients are reduced to about a quarter of the value caused by
| ' the conventionally controlled aircraft. There is nc signif-
Qﬁ icant steady-state value for the DFCS response, whereas the

conventional sas allows about a 2 deg average sideslip during
the 60 deg/sec roll.

The rudder deflections which produce these responses

35 are shown in Fig. 36, where the pilot rudder input (due to the {
1 pilot model's internal roll rate-to-pedal gain) is apparent in

the conventional sas trajectory. The stability augmentation l;
system countermands the pilot input early in the roll, which

SO
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causes the total rudder deflection to be fairly small. During
the latter half of the roll, the augmentation s3ignal is reduced
and assists the pilot in completing the maneuver. The DFCS
rudder trace is also shown, and its similarity to the actual
rudder deflection due to the pilot and conventional sas is
notable., This ruder deflecti»n produces much better sideslip
control, as noted above, and is generated by the DFCS from
lateral stick input only. No pilot rudder pedal input is nec-
essary to produce proper roll response and accurate sideslip
control in the DFCS aircraft.

3.6 DIGITALLY~-AUGMENTED CONVENTIONAL CONTROL SYSTEM

During the test program, it became apparent that a
promising control system modification approach could involve
the retention of the conventional mechanical linkages, but
with digital control of the existing, limited-authority sas
actuators. ldeally, this control system would posess all of
the response advantages of the full-aguthority DFCS but would
be implementable in existing aircraft by replacing the analog
sas computer with a digital one. As a p ‘'diminary test of the
response of such a system, the control system implementation
shown in Fig. 22 is chosen. The DFCS control laws are identi-
cal to those tested in the previous sections, and the sas ac-
tuator commands are formed by subtracting the pilot control
command from the DFCS control command. Hence, for stabilator,
differential stabilator, and rudder, the actual control sur-
face deflection approximates the DFC5 control command. Of
course, if the difference between the pilot control signal and

the DFCS control signal is greacer than the sas actuator author-

ity, this property in lost. Additionally, the DFCS maneuver
flap and spciler signals are not used; maneuver flap is held
at zero and spoiler is tied to lateral stick with no tLas input.
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Finally, it should be noted that the DFCS control law does not
include control position resets calibrated to the limited au-
thority sas actuators.

The digitally-augmented conventional control system
is tested in the rolling reversal, and hence the results are
‘to be compared to those presented in Section 3.5. Roll rate
response accuracy, shown in Fig. 37 significantly exceeds that
of the aircraft with conventional sas during most of the maneu-
ver, although it is not as good as the full-guthority DFCS.

4 During the last 1.5 sec of the roll (5.5 sec to 7.0
sec) the roll rate drops dramatically from its commanded value
of 60 deg/sec. Noting that this part of the roll occurs at
high ¢ and that rudder is especially effective in rolling the
airplane at high a, it is concluded that the 9.5 deg rudder {
|
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sas limit used in this simulation is not large enough to com-
plete this maneuver. This is confirmed by noting that the
control systems tested in Section 3.5 used 13-18 deg of rudder
at this point in the maneuver (see Fig. 36). The roll rate .
"bounce" from 7 to 8.5 sec is due to the lack of proper DFCS {
control reset, It is expected that tailoring the control re-

sets to the sas actuator limits can eliminate this "bounce" ‘i
without affecting the rest of the response. Angle of attack

response is similar, with accuracy better than a conventional y
sas but not as good as the full-authority DFCS. An undesired ‘

: transient at the end of the trajectory is apparent here also.
: It is expected that the use of maneuver flap for longitudinal B
response quickening can improve the speed and accuracy of a ‘
digitally-augmented conventionally-controlled aircraft. {1
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Sideslip response is shown in Fig. 38, where it is { |
apparent that the initial sideslip transient is almost as well

86

—_— ) " L e o ek




70
F 60 I /m DESIRED
4 _ B ACTUAL
§
3« 3 %0 |
) ;-‘ 30 -
(i & ‘
.iv -l 20 1~
wd
. 3 i
; 10 = ]
b 0
] 10 . i . ] )
0 2 4 6 8 10
3 1 TIME (sec)
_{ N
'r.
; ;
[ i . 24 A-43523 s
?_
s !
3 1 z
. 8 1
¥ j
g )
b 1 E |
& < b
\ . '8 i
3 i o 4
; . o i
" Y 1
Z !
1
TIME (sec) i
3
¥
.Figure 37 Digitally-Augmented Conventional Aircraft in the é
Rolling Reversal - Roll Rate and Angle of Attack b
87




3
A
i
i
NS
h
i
EY

R

RIS

A

i S

S RES

Ll

e

AR

TR R

controlled as in the DFCS aircraft. The large spike as the
aircraft stops rolling at 7 sec can possibly be reduced by
proper calibration of the digital augmentation control resets.
The rudder response, also shown in Fig. 38, illustrates that
the 9.5 deg rudder sas limit greatly restricts the yaw chsmnnel
of the digital augmentation system. The general rudder re-
sponse, however, is quite similar to that achieved by the full-
authority DFCS, as can be seen by comparing Fig. 36 and 38.
Interestingly, the yaw sas limit on the actual aircraft has
been expanded to 19.0 deg (Ref. 24) so a digitally-augmented
aircraft with this larger yaw sas limit could probably matzh
the accuracy of the DFCS quite well.

The rolling reversal trajectory is flown by the pilot
model without roll rate command-to-pedal interconnect; hence,
the pilot does not provide any pedal input. The rudder deflec-
tion shown in Fig. 38 is entirely due to the digital augmenta-
tion, which essentially operates as an aileron-rudder intercon-

nect in this application.

3.7 CHAPTER SUMMARY

The improvements in handling qualities in the ACM
regime that a DFCS offers are demonstrated in this chapter.
They are accomplished by simulating both the ACM-oriented DFCS
design and a conventional alrcraft control system with the
nonlinear 6-DOF aircraft model and the ACM pilot model. The
test results specifically show that the DFCS offers a more
accurate, better-controlled aircraft response along the two
typical ACM trajectories simulated. In one case, the DFCS .
accurately controulled the aircraft right up to its performance

88

PO 2 g, MIOF Y TP UAMER Wi ghis 1 (v omaniag ' W

-
Brarnsodt il




TN
)

W e L

e &AL

ettt

© n Aeph et

s .

ez eyt = -

ey

L

[ RSN | SR
1 . H

%

~

. Fo—_— PO PO N
. . . N x

Bt X

PR

Figure 38

SIDESLIP, § (deg)

RUDDER, 61 {deg)

6
4 -
2+
o |
2 -
4 ] i | |
0 2 4 6 8 10
TIME (sec)
10 R-37887
6 -
61, PILOT o
0 \/
b~
5r, AUG*&r,TOT/\
10 L 1 | i

0 2 4 6 8 10
TIME (sac)

Digitally-Augmented Conventional Aircraft in the
Rolling Reversal - Sideslip and Rudder

89




boundary, while the conventionally-controlled aircraft departed
from controlled flight., Preliminary testing of a digital aug-
mentation system indicates that it offers many of the same
stability and control improvements as the full DFCS, while
operating through existing sas channels. The DFCS design

E methodology demonstrated in this chapter is directly appli-
cable to the design of command augmentation systems for ad-
vanced vehicle configurations such as highly-maneuvering and
CCV aircraft.
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" 4. PILOT MODEL HYPOTHESIS TESTING

| FERSEN |

i ¥
- 1

4.1 INTRODUCTION

.. During rapid maneuvering, an aircraft's dynamic char-
3 . acteristics can change markedly in a matter of seconds. Hence,
$ i as the aircraft maneuvers, the pilot may be called upon to

change his control strategy dramatically in order to maintain
?' aircraft stability. Usually, the pilot has mastered the neces-
t sary procedural adaption needed to perform the maneuver and

g o T R L e T e

‘}‘ executes it with precision. On some occasions, even the skil-
: led pilot may experience difficulty, perhaps adapting his con-
i trol strategy to suit poorly chosen criteria, or possibly not

adapting at all. In high-performance aircraft, this apparent
lapse can cause a pilot-induced "departure", i.e., a loss of

f 1 control which, if not corrected immediately, can lead to a

spin and possible loss of aircraft. An example of a spin de-
parture is shown in Fig. 32 for the case where a simple closed-
loop system is chosen to resemble a pilot's outer loop control
L. behavior; this simple pilot model does not adapt as the aircraft
, executes a wind-up turn. The problem of interest becomes one

} of determining if more complex pilot models can be used to

;

{

model and understand the pilot's discretionary behavior in
departure-prone maneuvering tasks.

In two previous reports, Refs, 3 and 23, the optimal
control pilot model has been employed to address this problem
using the F-14A fighter aircraft. The optimal control pilot
model is a complex optimal control system which has been shown
to capture the fundamental aspects of a human operator's con-
trol behavior (Refs. 26 and 27). The optimal control pilot
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model is determined by minimizing a quadratic cost function in ?{
the presence of noise subject to a human's physiral limitations -
and perceptions. Section 4.2 reviews the coup ..ents ¢f the

optimal control pilot model used in this study,

In Ref. 23, investigations are conducted using the ;'
optimal control pilot model and F-14A along the demanding, .
wind-up turn maneuver previously mentioned. It is determined !Y
in Ref. 23 that if a pilot attempts to control an unstable
system optimally, there are levels of system instabilify be- @
yond which the pilot looses control. In many cases, a human
is physically incapable of controlling systems with substantial t
instabilities. Reference 23 also shows that the optimal con- \
trol pilot model exhibits similar difficulties and can predict (i“
when a pilot will loose control due to excessively severe air- '
craft instabilities.

My

A sequence of flight conditions are specified along a ;;
wind-up turn maneuver for the F-14A in Ref. 23 and optimal iy
control pilot models are determiend at each flight condition.
The pilot models have no difficulty in stabilizing the aircraft,
indicating that controlling the F-14A along a wind-up turn is ;
within the physical capabilities of a pilot if the pilot adapts i3
correctly to the flight condition of the aircraft. As the man-
euver progresses, however, Ref. 23 demonstrates that there is
a dramatic variation in the optimal piloting strategy, including .
in some cases, a change in sign of the pilot's stabilizing _ {:«
commands to the aircraft,

To determine if the pilot wmodel control strategy re- L
;i quired to complete a maneuver is somehow related to known pilot-

E aircraft control difficulties, the pilot model's control strategy J
i is fixed in Ref. 23 at a low angle of attack flight condition

(10 deg) and the aircraft dynamics are varied in sideslip, BO, i
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and angle of attack, dgo along a wind-up turn maneuver. Vary-
ing sideslip is shown to have no effect on stability for a non-
adapted pilot model; but, when the aircraft's angle of attack
is increased beyond about 16 deg, closed-loop pilot-aircraft
instabilities occur in the form of a lateral divergence. The
onset of the instability is shown in Ref. 23 to coincide with
the change in sign of the optimal adapted pilot model control
gains., The pilot model results give the indication that if
the pilot uses a low angle of attack control strategy in high
angle of attack flight conditions, pilot control difficulties
will result.

Continuing with the concept of the pilot incorrectly
adapting to the aircraft's flight condition, Ref, 3 varied the
pilot model's adaptation point over a number of flight con-
ditions in a wind-up turn maneuver. Five important results
about pilot-aircraft stability were obtained: (1) If the pi-
lot is controlling the bare airframe* using only lateral stick,
the pilot-aircraft system will depart from controlled flight
if the pilot remains adapted to any low o, (below 12 deg ao)
flight condition while the aircraft flight condition exceeds
16 o ; (2) If the pilot attempts to compensate for control
difficulties at 16 deg o and adapts by using a high @, control
strategy in a low o flight condition, the aircraft again can
go unstable because of improper pilot control behavior; (3)

The pilot model analysis did show, however that the pilot can
compensate for control difficulties beyond 16 deg o without
adapting by using lateral stick and pedals; (4) Even if the
pilot uses stick and pedals, pilot-aircraft instabilities still
occur beyond 25 deg @, if the pilot model keeps a low @, control
strategy; and (5) If the pilot uses only pedal to control the

*The F-14A stability augmentation system {Sas) is off and an
aileron-rudder interconnent system (ARI) is not operating.
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lateral-directional dynamics of the aircraft, then the pilot
model analysis in Ref. 3 shows the pilot-aircraft system re-
mains stable for any mismatch between the pilot model adapta-
tion point and the aircraft's flight condition up to the limit
of angle of attack variation tested (30 deg ao). 0f course,
this does not indicate that the aircraft can be flown in ACM
with only pedals, but only that stability would not be in ques-
tion if only pedals are used.

All of these results concerning pilot model-aircraft
stability agree with observed behavior of a human pilot flying
the bare airframe F-1l4A aircraft based upon comparisons with
piloted-simulation results and discussions with NASA Langley
personnel (Ref. 28),

The conclusions just described indicate that a proper-
ly designed aileron-rudder interconnect system would probably
cure the high o departure problem, and allow the pilot to use
a low o piloting strategy at all angles of attack. An initial
F-14A ARI design, which essentially eliminates pilot differen-
tial stabilator input at high o, while phasing in a lateral
stick-to-rudder crossfeed, is tested in Ref. 3 and 23 using
the optimal control pilot model. The pilot model analysis
shows that the ARI eliminates the lateral divergence instabil-
ity but introduces a new and different instability character-
ized as a growing oscillation in the lateral modes, particu-
larly in the sideslip angle. The piloted F-14A at high angle
of attack with the ARI on has a pilot induced oscillation prob-
lem (Ref. 29) very similar to the instability predicted by the
optimal control pilot model analysis.

The remarkable ability of the cptimal control pilot
model to predict instabilities of the actual pilot-aircraft
system is qualitative rather than quantitative. Time-domain
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comparisons'of the predicted output of the pilot model and the
measured output of the actual pilot in a tracking situation

are not performed in Refs. 3 and 23. Agreement between the
pilot model and actual pilot time histories is judged by examin-
ing time histories of pilot control difficulties and determining
if the observed difficulties agree with the stability results
computed in Refs., 3 and 23. It is the purpose of this chapter
to perform a rigorous analysisc of the aircraft control time his-
tory predicted by the optimal control pilot model and the meas-
ured control time history of a pilot flying the F-14A in a wind-
up turn tracking task.

The method used to perform the analysis is a hypothe-
sis testing scheme developed in Refs. 30 and 31 and briefly
outlined in Section 4.3 and Appendix C. Given a set of hypo-
thesized mathematical models used to represent a physical sys-
tem, the hypothesis testing scheme can determine which model
best matches the measured output of the physical system. To
use the hypothesis testing approach with the optimal control
pilot model, a sequence of pilot models is constructed at flight
conditions along the wind-up turn maneuver., The pilot models
are thereby adapted to the angle of attack of the flight condi-
tions used for their construction. Thus, there can be a low-aO
control strategy pilot model and a high-ao control strategy
pilot model. A pilot model's control strategy is determined
by the feedback gain the optimal control pilot model produces
at the flight condition.

Recently, other researchers have been investigating
the concept that the human's model of the system under control
and the actual system model do not necessarily agree. The
human's model of the 'system under control is termed the "in-
ternal model", (Refs. 32 to 35). Henceforth, instead of say-
ing that the pilot model is nonadapted, the pilot model will
be said to have an incorrect internal model of the aircraft




4 dynamics. A low-o, pilot model means the internal model of |
% the aircraft used to construct the pilot model is obtained at \
ﬁ a low-a  flight condition. |

b The first step in the hypothesis testing procedure is ;
: the constructon of a finite set of pilot models, each with a L.
different internal model representation of the aircraft. Then
the output of each pilot model is compared with the human data

to determine which model best predicts the actual pilot response.
The output of the hypothesis testing scheme is the probability, E 1
PH,i‘ that pilot model i best matches the data. The hypothesis _ 4
testing scheme will determine if the pilot does not adapt to | ?
varying aircraft flight conditions by indicating only one pilot

model has a high probability of matching the data. [

The hypothesis testing scheme is very general and
does not have to be restricted to investigating only situa-
tions where the pilot models internal model of aircraft var-

3 ies, Section 4.4, for example, validates the hypothesis test-~

ing scheme using synthetic data by constructing a set of pilot Py
4 models which differ from each other in key pilot model param-

fﬁ eter values. One of the hypothesized pilot models is used to -
generate the data in a monte carlo simulation and the hypo-
thesis testing scheme correctly identifies this pilot model as
4 the one which best matches the data.

The actual piloted data used in the hypothesis test- o
2 ing scheme for the F-14A aircraft is obtained from NASA Langley
T aircraft simulation tests using their Differential Maneuvering
4 Simulator (DMS). The DMS consists of an enclosed hemispherical
' screen within which a pilot sits in a cockpit mock-up. He

PPN T

..
Sl

3 views a computer generated display of a tracking situation on i
the screen. The pilot generates control commands which drive
the computer model of the aircraft. The computer portrays the j

resulting aircraft motions on the screen as viewed by the pilot.
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Section 4.5 presents time histories of the aircraft
states and controls which result during the DMS tracking en-
gagement under investigation, Section 4.6 presents the in-
ternal model representation of the tracking dynamics used in
constructing the optimal control pilot models. Appendix A
gives a detailed derivation of these equations of motion.
Section 4.7 discusses the variables which are perceived by the
pilot and modeled in the pilot model as the observations.
Also given are the typical human prameters (perceptual time
delay, neuromusclar time constant, etc. discussed in Section
4.3) used to construct the optimal control pilot model. The
hypothesis testing results using the actual data are given in
Section 4.8. The chapter is summarized in Section 4.9.

4.2 OPTIMAL CONTROL PILOT MODEL WITH THE PADE APPROXIMATION

This section briefly reviews the elements of the opti-
mal control pilot model to be used in hypothewis testing. The
optimal control pilot model is based on the premise that a
motivated, well-trained human controls a system optimally. To
construct the pilot model, the assumptions needed to specify
an optimal controller are formulated, then modified to reflect
basic human characteristics and limitations. The pilot model
assumptions are shown in Table 12, At chosen points along the
wind-up turn maneuver under investigation, the pilot's internal
model of the aircraft and target dynamics is represented as a
linear, time-invariant system, The n-vector, AX(t), represents
the perturbation aircraft dynamics, aircraft sas, tracking
error, and target states., The aircraft's stick inputs are
represented by the m-vector, Au(t); TFaw(t) is the pilot's inter-
nal model of white gaussian noise disturbance inputs.




TABLE 12 3
PILOT MODEL ASSUMPTIONS .
, T-1083 li
AIRCRAFT AND TARGET [4z(t) = F axit) = G du(t) + I t) \
PERTURBATION STATE
DYNAMICS .
Ax(t=1) lj
PILOT OBSERVATIONS ay(t) = [H D) + Ay (et ]
Au(t=t),
.T .
T,.T 4% STo L :
PILOT COST FUNCTION |J = E|lim -’ [Ai sy ] QCLA + AGRoLY|dt e
T
0
. Ioad
PILOT NEUVROMUSCULAR  [A0(t) = «Ry4u(t) + &u,(t) + &y, (t) :
DYNAMICS L = =u v
r "
) % 0 ... 0 : ]
) P1 {' ]
PILOT NEUROMUSCULAR " 1
LAG R, = o] - 1
T Tn .
g o ... 1
H ‘n a
s md 5

b

E The pilot is assumed to manipulate the aircraft con-

: trols so as to minimize the quadratic cost function shown in

i Table 12. The pilot minimizes the cost function using his per-

& ceptions of displayed information represented as the g£-obser-

4 vation vector, Ay(t). As a physical limitation, the pilot has

i a perceptual time delay, 1, which delays his observations.

? The pilot cannot physically observe the states perfectly, hence,
3 a white, gaussian observation noise, Av_(t) is added to the

“ observations. The pilot manipulates the aircraft controls

with his hand, hence, a neuromuscular dynamics model must be
included. Weighting the control rate in the quadratic cost Lo
function causes the control solution to take the form required

to model neuromuscular dynamics. The (mxm) neuromuscular
dynamics matrix, RL’ in Table 12 is diagonal, with individual
elements representing the inverse of human limb neuromotor
time constants. The neuromotor dynamics are driven by the

pilot's internal control commands, Agc(t), and by neuromotor
noise represented as the whitc gaussian m-vector, Agu(t).
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As discussed in Ref., 27, the pilot's observation noise
covariance scales with the covariance of the states and controls,
while the neuromotor noise scales with the covariance of the
piiot's internal control commands. The covariances for Avy(t)
and Avu(t) can be determined if the scaling factors Pyi and
Pui
ratio for the i
ratio for the i

are specified, where P i? is the pilot's noise-to-signal
th observation and P
th control.

ui’ is the pilot's noise-

To determine an optimal control pilot medel, the fol-
lowing parameters discussed in the previous paragraphs and
shewn in Table 12 must be known for a given aircraft system:
Pyi’ Pui’ T, RL’ H, D, and Qc' All of these variables except
Qc’ H, and D have been measured experimentally, and typical
ranges of their values can be found in the pilot model litera-
ture (Pyi = =20 db, Pui = =30 db, 1=0.2 sec, T, = 0.1 sec).
When the pilot views motions in a display, as is the case for
the DMS simulations, then the elements in H and D can be de-
duced from the states portrayed on the display screen. The
values used for the state and control quadratic weights in QC
remain the only unknown parameters nreeded to construct an op-
timal control pilot model. These weights model the pilot's
trade-off of control effort against tracking accuracy. Three

previous studies, Ref. 23, 36, and 37 aid in choosing Q.- In
Ref. 23, the pilot model's control strategy (i.e., pilot model-
aircraft closed-loop eigenvalues) is shown not to be especially
sensitive to the choice of Qc' As long as reasonable values

are chosen for the weighting elements, conclusions about pilot
control strategy can be made with confidence. In Refs. 36 and
37, a tracking situation similar to the one developed in Section
4.5 is analyzed with the optimal control pilot model. Choices
for the weighting elements in QC are given in Refs. 36 and 37
and are used as an aid in constructing the pilot model here.
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It is also possible to use the hypothesis testing scheme to
determine which quadratic cost function weighting matrix (track-
ing accuracy-control effort trade off) among a given set of
weighting matrices best matches the actual pilot's control
strategy. Section 4.5 shows hypothesis testing results for
different cost function weighting matrices and serves to veri-
fy that the tracking accuracy-control effort trade-off assumed

in this study closely approximates that actually practiced by
the pilot.

The hypothesis testing scheme requires an analytic
pilot model, hence, the pure time delay in the model is re-
placed by its Padé approximation, The Padé approximation al-
lows the pilot model to be constructed as a linear, time-
invariant model with the pure delay approximated by additional
pilot model states. The solution to the optimal control prob-
lem posed in Table 12 with the pure time delay replaced by its
Padé approximation is given in Ref. 23 and summarized in Table
13, A block diagram is shown in Fig. 39. The pilot's observa-
tions (2 in Table 13) are degraded by noise, then passed through
a lead-lag network representing the Padé approximation. The
resulting signal is processed by a Kalman filter (3 in Table
13) which generates a best estimate of the states, controls,
and lagged observation states. The state estimates are multi-
plied by the feedback matrix, C, (4 in Table 13) to form the
pilot's internal control command. The gain matrix, C, in the
pure time delay and Padé approximation pilot models are the
same. The pilot's internal control command, Agc(t) is the
input to the neuromuscular dynamics model (5 in Table 13)
from which the pilot's aircraft control, Au(t) is generated
and sent to the aircraft model's control actuators.

With the Padé approximation, the pilot model described
in Table 13 and Fig. 39 can be written as
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TABLE 13

ELEMENTS OF THE PILOT-AIRCRAFT

SYSTEM MODEL

T:3120

I EQUATION | EQUATION PARAMETERS

RELATION TO PI1LOT PERFORMANCE

1. Aircraft Dynamic Model In- ax Aircraft, target, and Pilot must observe this well
cluding Internal Target Model tracking error state enough to command aircraft and
of Pilot and Tracking error variables and to provide stability,
dynamics:
ax = Fax + Gau 8y Aircraft control vari- Pilot must usc this to command

ables aircraft and to provide stabil-
ity.

F  Aircraft, target, and Aireraft must be stable enough
tracking error dynamics for pilot to control, subject
(stability derivatives to normal human capabilities
and inertial coupling) .’

G Aircraft control effects Aircrafe iust respond to exter-
(sensitivity to control nal commands in a way which the
deflections) pilot can understand

P
2. Pilot's Cues: H State variable display Cues must be sufficient for
selection and transforma- command and statilization.
4y = Hax + Dau tion -
Pilot's Cues Delayed by, t, T Pilot time delay
using a Padé approximation
sz = - % + 8y *+ 8y D Control variable display
Y selection and transforma-
tion
dyp = - 8y - Ay, ¢+ é Az sy, Pilot induced zero mean Noise in observation has di-
y y gaussian noise in observa-| rect effect on estimation per-
tions formance of the pilot

3. Pilot Estimation Model with 3k State. ax, control, &y Estimates of motjon variables

Pad€ Approximation: and perception-delay must be accurate enough to pro-|
state, 3z, varijables vide effective closed-loop con-|
estimated by pilot trol
R. - - ' - o
Axg = Fpakp + K(ayp-HpakE)
FE Dynamic mode! assumed The better the pilot's know-
F G 0 (i.e., "learned") by the ledge of the aircraft and his
pilot including neuromus- own capabilities, the better hef
FE sz [C -RL 0 cular lags and perception can cope with noisy measure-
2 time delays ments -
H D !-;1]

X Estimation gains which Less noise in the pilot's ob-
weight -the difference be- servation of cues leads to
tween the pilot's obser- high K and more reliance on
vations and his predic- observed motions.
tion of pilot-aircraft
response.

A!g Pilot's delayed observa- Noise in observations has di-
tion of motion, control, rect effect on estimation per-
delay states formance of the pilot.

4 HE Pilot's transformation of Pilot disorientation would de-

Hg = [-H -D [; I)] estimated variables to grade performance.

agree dimensionally with
observations

4. Pilot Control Model: 4% Subset of ax. correspond- | A% must be close to ax for pre-

ing to aircrgft target cise, stable control.

sy, = Cak + sy, and tracking error mo-
tions
C Control gains which trans-| Pilot attempts to tradecff air-

form pilot's estimates of craft motions and available

aircraft motions to con- control "power". lmproper con-

trol actions trol strategy could degrade
command response and destabil-
ize the system.

Ay, Pilot induced zero mean Reflects the fact that the

neuromotor RAaussian
noilsc.

pilot cannot estimate some of
the states perfectly.

5. Pilot Neuromussular Model:

Aé = -RLA! 4 by,

Pilot mude] control
output variables

Neuromuscular lags

Pilot internal contrul

"t commands

Afrcraft control input

Neuromuscular system smooths
pilot outputs and could prevent
pilot from stabilizing a fast
instability.

Result of conscious effort to
provide "bext” control.
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“ﬁ In order to use Eq. 22 in hypothesis testing, a discrete ver= {;
vf sion is necessary. Assuming that Ay remains constant over the & P
g sampling interval, At, Eq. 22 has the discrete representation ”

i AXpy1 T PpydXy t Tpy BY) t Ty AWy (23) E.
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At T
7l _f Fpyt Fpmut . _

AX = [AET’ Agg) AET]T
F'-RL cCoo0 0 |

- 4
Fpy = | 0 Fg-KHp 3K
0 0 -2k

-
Vu 0 ] 0
T
_o UK v,

Vu’ Vy are the covariance matrices of the pilot's neuromotor
noise Av, and observation noise, Ayy, respectively. The mat-
rix, K, is the pilot model's Kalman filter gain. The matrices

K and C are determined by solving Riccati equations which de-
pend on the pilot's internal model description of the aircraft
(1 in Table 13). The pilot model is unadapted when the internal
model description of the aircraft used to determine the pilot
model is not the same as the mathematical model of the aircraft
at the flight condition under investigation.




4,3 HYPOTHES1S TESTING

The hypothesis testing philosophy for investigating
pilot control strategy is to construct a number of pilot mod-
els, each using an internal model of the aircraft at different
points along the wind-up turn maneuver; then, determine which
pilot model best represents the actual pilot control behavior.
I1f the pilot does not adapt as the aircraft flight condition
changes, then only one of the pilot models will best represent
the data. If the pilot adapts then the hypothesis testing scheme

will switch among the pilot models as the pilot's control stra-
tegy changes.

Mathematically, the hypothesis testing scheme is im-
plemented by viewing each pilot model represented in Eq. 23 as
a dynamic system whose input is the pilot observation vector,
Axk, with process noise, AWy and whose output is the pilot
control vector Au,. The measured output vector is the actual
measured pilot control,

Aup g = [1 0 0] ax, + v,

vk 18 a zero-mean gaussian measurement noise with covariance
V. 1In the data from NASA Langley, the DMS measurement noise
is essentially zero, but V is included here to keep the deri-
vation general, A Kalman filter using the pilot model as the

plant and the control measurements as the observation vector
can be consiructed as

Agk("') = ASk(-) + KH [A}_J_mk - Agk(")] (24)
Apsr (=) = Opy ARy + Tpy Ay (23)
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Ky = P(-) 0] {[100]p(-) |0 |+ v~
- 0 0
: . P(-) = 0pyP(+)opy + Wpy
g : P(+) = [1 - Ky [1.00]] P(-)

In this application, the above Kalman filter is assumed to be
in steady state. 1f the pilot model is correct, the filter
residuals

o POREETY Bl [ ] K &7
. ' - . ~ t -

EaChL S -

ary = 8y g = Al (=)]

are a zero-mean white gaussian noise sequence with covariance

- TR TRy TR
[

. i' 1

% - E{arArg} = [10 0] P(=) |0 |+ V=s (26)
] °

: { If the pilot model is not correct, then Agk may not be a white
t gaussian noise sequence and does not satisfy Eq. 26.

} In the hypothesis testing scheme, the different resi-
duals, ALy for each hypothesized pilot model are compared

5 against each other to determine which prediction, Agk(-), best
causes Ar, to be a white gaussian noise sequence. The mathe-

}- matical details of this comparison process are presented in

|

i

Appendix C and are based on work in Refs. 30 and 31. The final
result is that a recursive equation can be constructed for
computing the probability, PH,i(k)’ that pilot model 1 best
fits the measured data. Given N pilot models there are N pro-
babilities, (k), and the sum of the probabilities must be
one, A modlfication is made to the hypothesis testing scheme
? to insure that no pilot model probability can go below ¢, which
} in this case is taken to be 0.05. This insures that if the
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pilot switches control strategy, the modified scheme can change
its probabilities to reflect the switch.

Care must be taken in applying the Kalman filter shown
in Eqs. 24 and 25 to a situation where measured pilot data
comes from an actual nonlinear pilot flight test or simulation
as 1s the case here., The filter requires perturbation varia-
bles, Agm,k' and, Azk, but only total values, Em,k’ and, Yio
are available from the flight test. A common procedure in
classical control designs, Ref. 38, is used to rectify the
situation, If necessary, the measured pilot controls and ob-
servations will first be passed through a high-pass filter
(sometimes known as a wash~out filter) to separate the low
frequency nominal states from the high frequency perturbation
states. The high-pass filter is converted to discrete-time
using the bilinear transform, Ref. 39, in order to preserve
its frequency domain characteristics. A value of 4 sec is
used for the high-pass filter time constant.

4.4 VERIFICATION WITH SYNTHETIC DATA

This section validates the pilot model hypothesis test-

ing scheme described in the previous section with synthetic data.

The synthetic data is created by a monte-carlo simulation of a
pilot model for a low=-order plant. The precise pilot model
parameters used to create the data are known; hence it can be
determined 1f the scheme performs correctly. Each test has
three hypothesized pilot models. One pilot model is the known
correct model. The other two pilot models differ from the
known pilot model by varying a key pilot model parameter.

The low-order plant, Ref. 23, used to construct the
pilot models has dynamics
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The closed-loop pilot model feedback gain for this low-order
plant is independent of Qc in the cost function. The pilot
model parameters are a time delay, 1, of 0.1 sec, a2 neuromotor
time constant, LI of 0.1 sec, observation noise-to-signal
ratios, Pyi’ of =20 db and a neurometor noise:to-signal ratio,
Pui’ of =30 db. The state Axl and its rate Ax, are assumed to
be observed by the pilot model.

Four tests are performed. 1In all four tests, the
initial condition on the state, Axl(O), is one and all noise
sources are operational. 1In the first test, two of the hypo-
thesized pilot models differ from the known pilot model in the
choice of the feedback gain, C. The probability time histor-
ies are shown in Fig. 40. The pilot model which has the in-
correct low feedback gain is initially chosen, then the pilot
model with the incorrect high feedback gain is chosen, then
the true pilot model gradually increases in probability. Fig-
ure 40 is an example of what happens in hypothesis testing
when the different models are very similar. The incorrect
initial choices are believed to be caused by the state initial
condition which asymptotically damps out after 3 seconds.

The second test uses three pilot models where two of
the pilot models have incorrect values for the observation
time delay. The pilot model which uses the correct time delay
eventually has the highest probability as shown in Fig. 41.
Note that visual observation of the predicted, gk<-), and ac-
tual pilot model controls, Yn k' in Figs. 40 b, ¢, and d can-
not distinguish which hypothesized pilot model perfornis best.
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Figure 40 Pilot Model Hypothesis Testing Results For !
Different Feedback Gains

The third and fourth tests are shown in Figs. 42 and

3 43. In both cases, three neuromotor noise covariances are

3 used to form three hypothesized pilot models. 1In both cases

: the pilot model with the correct neuromotor noise covariance

K reaches the highest probability. In Fig. 42, the pilot model's :
4 control and observation synthetic data is high-pass filtered o
as discussed in the previous section before the probability
sequences are computed, Figures 4la and 42a are virtually
identical indicating that the high-pass filtering, if neces-
sary, should not greatly affect the results.

This section shows that the pilot model hypothesis :
testing scheme discussed in Section 4.3 can choose the pilot .}
model which gives the best fit to the data. The next section
presents the data from the flight test that is used for the l:
analysis in Secton 4.8,
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4.5 FLIGHT TEST SELECTION

The simulated flight test selected for study is a
wind up turn tracking task using the NASA-Langley Differential
Maneuvering Simulator (DMS). The pilot is instructed to track
a target aircraft which is displayed on a large hemi-spherical
screen, within which the cockpit is mounted. A sky-earth re-
presentation is also displayed. The target aircraft's trajec-
tory is prestored. There are no intentional disturbances af-
fecting either the target aircraft or the piloted aircraft,
although the prestored target trajectory exhibits rapid and
continuous maneuvering.

The pileot is instructed not to use rudder pedals.
Lateral-directional control by the pilot is accomplished using
only lateral stick., The simulation is performed with the pitch
and yaw sas operational, although the roll cas is off. The
yaw sas improves the lateral-directional stability of the air-
craft at high angles of attack. This means that the stability
boundaries of the bare-aircraft determined in Refs. 1 and 23
cannot be used directly to evaluate pilot performance and the
performance of the hypothesis testing scheme. The sas states
also have to be included in the aircraft model increasing the

dimension of the probleu.

The view through the cockpit wiich is useful in con-
structing the tracking error equations is shown in Fig. 44.
The vertical and lateral components of tracking error are £
and ey, respectively, which the pilot can directly rerceive.
The difference between the pilot's fixed pipper and the air-
craft's velocity vector are the angle of attack, v, and side-
slip angle, B, which the pilot cannot directly p:rceive. The
difference between the aircraft's stability-axis roll angie,
$,» and the stability-axis roil angle of the target, O, is
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6¢v and is directly perceived by the pilot. The pilot does not
have any motion cues. Any computational time delay in the DMS
between the pilot's stick movement and changes on the screen

is assumed to be small and is not modeled in the analysis.

A complete record of the aircraft state and control
histories is recorded at 32 samples per second. Additionally,
the tracking angles and range to the target are recorded, and
target motion is inferred from these measurements. This ap-
proach dictated the target aircraft identification procedure
discussed in Section 4.6 and required the tracking equation
simplifications shown in Appendix B.

The wind-up turn tracking task lasted 90 sec. At 50
sec into the run, the pilot is forced to saturate lateral stick
almost continuously in order to continue tracking. Because of
this, only the first 40 sec of the run are analyzed. Original-
ly it was intended to perform hypothesis testing on both the
lateral-directonal and longitudinal dynamics, coupled and un-
coupled. The omplexity of the sas states increases the dimen-
sion of the coupled Kalman filter in Eq. 24 from 26 to 38 states
placing the computation requirements of a coupled analysis out~
side the scope of this analysis. Only the uncoupled lateral-
directional dynamics are to be investigated with the pilot
model ,

Variations of angle of attack and lateral tracking
error, &, are shown in Figs. 45a and 45b for the 40 sec in-
terval. The aircraft remains at a low angle of attack flight
condition for the first 10 seconds, then the aircraft angle of
attack gradually increases passing through the o = 16 deg sta-
bility boundary discussed in the introduction of this chapter
without incident. As previously-mentioned, the lack of in-
stability at high angles of attack is due to the yaw sas since
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former DMS simulations with the bare aircraft, at high o, using
only lateral stick, Ref. 23, exhibit piloting difficulties o
beyond 16 deg «.

The trajectory of the target aircraft as seen through
the windscreen is shown Fig. 45¢. The target aircraft starts
at the bottom of the screen and is eventually brought to the
pipper area by the end of 40 sec, Figure 45d shows the pilot's
stabilator commands from the longitudinal stick., Although
there are no disturbances in the system, the pilot's control
movements exhibit considerable activity. The intended opera-
tion of the high-pass filter is effectively shown in Fig. 45d.
The high-pass filter moves the pilots stabilizing perturbation
actions back to the zero axis from the a nominal 6y = -2 deg.

The aileron control command of the pilot lateral stick
is shown in Fig. 45e. In this case, the pilot's command is
centered near the zero axis and there is no need to use the
high-pass filter, The pilot similarly manages to keep ey near
the zero axis in Fig. 45b and, as shown in Fig. 46, also Kkeeps
8¢, near the zero axis. Since only the lateral-directional
axis is to be investigated it is decided that the high-pass
filter is not necessary and 6a’ ¢, and 6¢V can be used di-
rectly in Eqs. 24 and 25, 1f the longitudinal axis would have
been investigated, the high-pass filter would be required.

The pilot manages to keep sideslip angle close to
zero as shown in Fig. 45f. A small sideslip angle is an in-
dication the pilot is purposefully flying a coordinated turn
and regulating sideslip. Some of the instabilities at high
angle of attack simulated in Ref. 3 are characterized as a
high frequency growing oscillation in B which is not evident
in Fig. 45f. NASA Langley provided a second wind-up turn
tracking task which had the unstable sideslip oscillation time
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history but unfortunately could not be analyzed within avail-
able resources,

Using the aircraft time histories shown in Fig. 45,
the pilot model hypothesis test can be well posed; when the
angle of attack of the aircraft increases beyond 5 deg (see
Fig. 45a), significantly changing the aircraft's dynamics,
does the pilot's control behavior (Fig. 45e) remain fixed to a
5 deg o strategy or does the pilot change his strategy to match
the aircraft's changing dynamics? To begin answering this ques-
tion, the hypothesized dynamical model of the aircraft-target
dynamics must first be developed.

4.6 TRACKING TASK MODEL

The tracking task model ((1) in Table 13) is composed
of four components at the adaptation point; the linearized
dynamics ¢« the subject aircraft, the sas dynamics, the lin-
earized tracking error dynamics, and the linearized target
model. A derivation of the first two models is presented in
Appendix A while the latter two models are derived in Appendix
B. A summary of all the linearized models is given in Table 14,

Combining all the models in Table 14 results in the
tracking task model used here and is shown in Eq. 27. The
states Av, Ar, Ap, and A¢v in the model are the perturbation
body y-axis velocity, body-axis yaw rate, body-axis roll rate,
and stability axis roll angle of the aircraft, respectively.
The state, Aey, is the perturbation lateral tracking error. The
sta’.s AP p and 8¢, are the target's perturbation stability-axis
roll rate and roll angle, respectively. The variable AXgas is

the state associated with the wash ocut filter in the yaw sas
channel of the aircraft.

. _—




Lo

TABLE 14
LINEARIZED TRACKING MODEL DYNAMICS

T-3121
1. Baré Aircraft Dynamics Fa.Ga Linearized aircraft matrices
Aéa = Fa 8x, * G, du ax Aircraft states Av, lateral body-axis velocity,
3 a Ar, bodv-axis yaw rate, Ap, body-axis roll rate and
a0, stability-axis roll angle
by, = Ky dup * 3ug,s sy, Aircraft controls 4é, . spoilers, A8, differ-
ential stabilators and adr, rudder
Agp Pilot's lateral stick control
2. SAS Dynamics
dugsg = Kpax, + Ky au, Sugae Stabilization commands from SAS to aircraft controls
+ K, ax F . Dvnamical representation of the SAS yaw rate
“ 545 GSAS wash-out filter given by
USAS
3355 * Fsas d¥gas * Csasds, 36, gast® kpdag + ar - Angug
: R I |
Igas T 7§ SNgas Ty ST
' r wash-out filter time constant
3. Tracking Error Dyvnamics kepresents the eguation
af., = Keax_ + Kdu. + K, ax 0T sa,, .
§ 5%a 6"=a 70T Al = - o (36,.p - 89,0 * — + A
~ \ i
o °
T Target's nominal normal acceleration
]
i
Vo Aircratt's nominal velo;xty
a, Inertial lateral acceleration expressed
- in bodv axis
4., Target Model Represents the eguation
Sxp = Fp 8%p + Gpdwg <-"Pn.! Sl s et 3¢
‘_F.lJ 10 80,1 0
a¢,p target stability-ax:is roll angle
app target stabilitv-axis roll rate
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The model is typical of air-to-air combat investiga-

tion models first performed in Ref. 36 and later in Ref. 37
using the optimal control pilot model. In both references the
aircraft models are simplified linear time~invariant longi-~
tudinal dynamics implemented on simulators. Simple target
dynamics are used both in the simulation and the model. In
our case use of the complete target aircraft model, as used in -
the DMS, in the tracking task model is infeasible. An ap-
proximation whereby only the target aircraft states AP, and
Ad,,p are modeled in the tracking task model must be made.

The approximation is made by determining what target Q
dynamics are essential to the pilot in formulating his inter- E
nal model of the target. Since the stability axis roll angle '
is the important target state, only that state and its deriva-
tive are included in the target model. In the pilot's internal
target model, unmodeled target model dynamics are lumped into
a zero mean gaussian noise term AwT which drives prT. The
implication of this assumption is that the human has no expli-
c¢it informatlon regarding Awr and must model its effect as
white noise. A detailed discussion of this type of white noise
assumption is given in Ref. 37. The parameters in the simplified
target model in Table 14 can be determined by identification
based on measured values of O, The approach taken here is
to perform an exhaustive search over a;, 8, and the covariance
of AW, in Table 14 using the hypothesis testing scheme in Ap-
pendix C. ¢VT is not available as a direct measurement from
the NASA DMS data. Using the available measurements and the
€ ty dynamics shown in Eqs. B~12 and B-13, LN is recon-
structed from the data as

. -V(¢_+B)+a
60, = tan”! y oY (28)

V(én+&)+an

oyt oy ¥ 50

\%
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Back differencing is used to calculate the derivatives in Eq.
28, Figure 46 shows plots of the resulting calculations. The
movements in the aircraft stability-axis roll angle, 9y fol-
lows the movements of ¢VT as the pilot tracks the target air-
craft., The target's normal agceleration is also calculated

and shown in Fig., 46. Using OyT in Fig., 46, a series of tar-
get model parameters are postulated, and hypothesis testing is
used to choose the set which best matches the actual target
data. This search yielded a; = - 4.4, a, = - 1.6, and E{wT}

4,0 (deg /sec Yfor the pilot's internal target model parameters,

4.7 PURSUIT TRACKING PILOT MODEL PARAMETERS

The parameters left to be specified for the pilot model
are the pilot cues (2 in Table 13), a preliminary choice of
the pilot's quadratic state weighting matrix, QC. in Table 12,
the standard human parameters discussed in fection 4.3, and
the flight conditions, The flight conditions are a priori
specifirations of hypothesized aircraft dynamics at which the
pilot may formulate a control strategy. The perturbation dy-

namics at the chosen flight conditions form the pilot's inter-
nal model of the aircraft,

From Fig. 44, the pilot cues are the lateral error, Ae

and stability-axis roll angle error, A6¢ As is cuqtomary in
optimal control control pilot models, the rates of these states

are also assumed observed by the pilot resulting in

ay' = laey, aéy, ade,, abe,]

The derivatives of the states in Ay are computed by back dif-
ferencing the measurements Acy and 86¢,. Trom Fig. 45a, three
flight conditions which primarily diffec in angle of attack
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are chosen for the pilot's internal model; low, do = 5.2 deg,
medium, @, = 9.3 deg, and high, a, = 19.2 deg.

The quadratic cost function weights quantify the pilot's
tradeoff of tracking error and control effort. High weights
imply that the pilot expends significant control effort in
order to minimize tracking error. He can be said to be a "high~
L gain" or "tight" pilot., On the other hand, low quadratic weights
i will typify a "low-gain" or "loose'" piloting technique. The

specific values for the quadratic weights used in the tests
reported here are given in Table 15, The tracking error rate
weight in Qc is chosen to be one-fourth of the tracking error
weight as suggested in Ref. 36. Based on Fig. 45f, lateral
velocity is weighted and because the pilot seemed to place lJ
more emphasis on reducing 89, variations rather than A6¢V vari - '
ations in Fig. 46a, 4¢,, 1s weighted in Qe+ At the low o, and },‘
E medium o, flight conditions in Table 14, a high weight (2) and |
a low weight (1) Qc are specified. The rest of the pilot model
parameters are standard (r=0.2 sec, T, = 0.1 sec, Py = - 20 !.
a db, P, ® -30 db).

———n
ot Dl i M et
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The resulting pilot model closed-loop eigenvalues and
ﬁ feedback gain elements are shown in Tables 16 and 17 respec- ‘
i tively. The eigenvalues and gains exhibit little change when
. QC changes between cost functions 1 and 2 in Table 15. The ’
3 closed-loop eigenvalues are not very satisfactory from a con-
% trol point of view. At «

; | o 9.3 deg the sas/tracking error }
i ] mode combination has poor damping while the roll angle eigen- _
i | value at a, = 5.2 deg is almost neutrally stable. The pilot t f
%. o model control gains at o = 5.2 deg and o = 9.3 deg are simi-

lar, while the high @, pilot model gains have significant dif-

]
¢ ferences. These differences indicate the hypothesis testing } ]
; scheme should be able to make a clear decision between the i
3 high and low o  strategies. };%
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5? TABLE 15

1 SQUARE ROOT OF PILOT MODEL COST FUNCTION WEIGHTS

g' T-3122

if "

g i” ﬁﬁgnggg COST LATERAL | ROLL | TRACKING | TRACKING

o N FUNCTION VELOCITY ANGLE ERROR ERROR RATE

| ATTACK

1 : 5.2 1 0.25 | 0.50 5.0 1.25 :
i .. 5.2 2 0.50 | 1.00 10.0 2.5 1
3 9.3 1 0.25 0.25 5.0 1.25 3
1 o 9.3 2 0.25 0.25 10.0 2.5

iﬁ T 19.5 1 0.25 0.25 5.0 1.25

B omie i

e Y

4.8 HYPOTHESIS TESTING RESULTS

S
f T W

This section presents the results from the hypothesis
testing scheme in two formats. In the first format, the one-
step predicted pilot model control time history is overlaid on
the actual pilot's lateral stick control time history. The
_ closer these two trajectories match, the better the indication k.
L } is that the assumed pilot model is correct. The second format 1
i1s composed of plots of the probabilities that a pilot model :
is the best of those tested.

LSt
.

[ N

The first format gives an abso- .
lute indication of pilot model performance while the second
i format gives a relative indication of performance between the
pilot models.

Initial trials of the hypothesis testing calculation
procedure with the piloled simulation data indicated a severe
mismatch occurs between the Kalman filter's estimate of its
i output error covariance, S in Eq. 26, and the actual output
[ error covariance, which is calculated as
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For a large number of data points (k is large), the matrix Sk
should approach S for a linear, time-invariant system. The
mismatch occurs because the pilot's internal model of the tar-
get driving covariance, E{w%}, appears to differ from the actual
value calculated in Section 4.5, and also due to the existence
of unmodeled nonlinearities and the time-varying nature of the
actual piloted simulation. The pilot model probabilities,

which strongly depend on €, cannot be calculated in the pres-
ence of this mismatch.

One approach to resolve this mismatch, suggested in
Ref. 35, is to adjust the pilot's internal model of the target
driving covariance until the mismatch is minimized. Since
this requires a large number of iterations of the pilot model

\cﬁ]culations and the hypothesis testing procedure, this ap-

proach is not pursued here. Rather, a simpler approach is
used whereby an estimate of S, based on Eq. 29 applied to the
entire 1280 samples of data is used in the hypothesis testing
scheme, This procedure yields well-behaved pilot model proba-
bilities from the hypothesis testing scheme. The usefulness
of this nodification is confirmed by the ugreement observed in
the next paragraphs between the hypothesis testing results and
the pilot control trajectory comparisons.
e

Coinparisons of the actual pilot control time history
to the pilot model predictions are illustrated in Fig. 47. The
low o pilot model with normal piloting technique shown in Fig.
47a matches the actual pilot's responses quite well, except
perhaps in the regions circled. The o, pilot model with es-
peciaily "tight" piloting technique (Fig. 47b) exhibits no
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discernable difference from the low a, nominal pilot model,
The medium ¢ pilot model (Fig. 47c¢) does not match the pilot
control inputs as well as the low ¢ pilot model except perhaps
within the circled regions, The high o  pilot model does a
poor job of predicting pilot behavior ever in high L flight,
This pilot does not signifi¢ . tly adapt his control strategy
to match the changes in ajircraft dynamics. Note that no con-
clusion regarding quadratic weight ("tight" or "normal" con-
trol effort-tracking error trade-off) can be made based on
visual inspection of these figures,

The hypothesis testing results are shown in Fig. 48.
Recall that these results take the form of a set of probabili-
ties for each of the hypothesized pilot models, with the sum
of the probabilities of all hypotheses in a given test equal
to one, Allowing the hypothesis testing algorithm to choose
between the low O, and medium a, pilot models results in the
probability histories shown in Fig. 48a. The low o, model
best matches the pilot's responses except in the circled
regions. The hypothesis testing result confirms the qualita-
tive analysis of the control time histories. The addition of
the high a5 pilot model (48b) to the set of hypotheses pro-
duces n change; at no time does the high o ncdel predict the
actual pilot's behavior, even when the aircraft really is in a
high @ flight condition,

Choice of pilot tracking error-control effort trade-
off (quadratic weight level) could not be made from a visual
examination of the control responses, but the hypothesis test-
ing algorithm clearly indicates that the "normal" weights give
a much better fit to the data than the "high'" weights. This
indicates that the "high-gain" or "tight" pilot model is not
as good a representation of what the pilot actually did as is
the normal or "low-gain" pilot model values.
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Figure 48 Pilot Model Probabilities (Continued)
These results apply to the pilot trajectory analyzed

It is apparent that analysis of many more pilot trajec-

tories is necessary before general conclusions can be made.
Recall from Chapter 3 that the use of pedals at high a, to
roll the F-14A is desirable. The pilot in this test was spec-
ifically requested not to use rudder pedals, and so it is not

clear what this pilot's high-e  responses would have been if
pedals had been allowed,

4.9

Applications of the optimal control pilot model in Refs,
3 and 23 show great promise for expanding and understanding sta-

CHAPTER SUMMARY

bility and performance characteristics of piloted aircraft in
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maneuvering flight, The results in this chapter have substan-
tiated these results by postprocessing simulated flight test
data to determine actual control strategies used by a human
pilot., The primary result is that the pilot, throughout most
of the simulation studies, did not change his internal model
of the aircraft's dynamics from a low angle of attack flight
condition to others that the aircraft traversed; i.e., the
pilot does not appear to adapt his control strategy to match
changes in the aircraft's behavior. It is suggested that the
reason the pilot did not adapt is the same as the reason given
in Ref. 3 for the minimum control effort strategy. To adapt,
the pilot would have to increase his control effort by subjec-
tively increasing his feedback gains as shown in Table 17;
increasing control effort is scmething pilots apparently try
to avoid. The optimal control pilot model predicts control
signals which closely match those of the actual pilot when the
optimal control pililot model has a fixed low a, control strategy.
The implications of these results are clear,

° If the pilot model's low angle of attack
control strategy destabilizes the air-
craft at high angles of attack then a
human pilot will also have stability ¢
problems, since it cannot be assumed ]
that he will adapt to the actual air- 1
craft flight condition,

0 An automatic control law (sas, cas, ARI,
DFCS etc.) should be tested with a non- 4
adapting pilot model to assess its capa- i
bilities. A very simple nonadapting .
pilot model is used in Chapter 3 to
successfully test the DFCS designed in ;
Chapter 2, for example.

A number of other results have been obtained in this study,
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° A modified hypothesis testing scheme
combined with a linear pilot model is
developed that can be used to analyze
nonlinear piloted aircraft data.

o The hypothesis testing scheme and the
simple procedure used to handle total
value aircraft states and controls
(i.e., high-pass filtering) are suc-
cessfully validated against computer ¥
generated synthetic data for which the t
true hypothesis is known

o The pursuit-tracking target/aircraft mod- bi
el developed in this report can be used J
in any future pilot-aircraft studies
performed with (as& in this study) or ;
without (Refs. 3 and 23) pilot data to l
predict pilot control behavior., Spec~
ifically, lateral-directional and longi-

= . tudinal tracking can be analyzed together f

3 to insure that all appropriate couplings

: are examined.

The hypothesis testing scheme with the optimal control pilot
model has considerable room for improvement and continued a- |
nalys.s. Recommended extersions are outlined in Chapter 5.

p— .
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5. CONCLUSIONS AND RECOMMENDATIONS

5.1 SUMMARY AND CONCLUSIONS

The main results of this report are that a digital
flight control system for air combat can be constructed which
demonstrates better handling qualities than a conventional
control system along typical acm trajectories, and that it is
possible to choose (from a set of pilot models) the pilot model
that best matches actual pilot control motions,

Chapter 2 of this report is devoted to the construc=-
tion of an Air Combat Digital Flight Control System (DFCS).
This was demonstrated for the Grumman F-14A as an example,
This DFCS exhibits the two major properties necessary for a
command augmentation system:

[ Modification of vehicle stability charac~-
teristics to provide frequency and damping
that match MIL-F-8785B Level 1, Category
A requirements at all flight conditions
in the design regime.

® Modification of vehicle control response
characteristics to provide fast and ac-
¢urate response to pilot commanas. Addi-
tionally, this response is uniform over
the design regine.

It should b> emphasized that the design regime spans
the entire range of velocity, normal acceleration and roll
rate exp:cted in air combat maneuvering (ACM) flight. Sample
rates and control calculavion requirements are similar to those
of a flight contrcl algorithm designed by TASC that has been
test flown as part of the NASA VALT program (Ref. 7).




Chapter 3 details the testing of the Air Combat DFCS
against the conventional control system., A summary of the
results and conclusions from these tests is as follows:

] The DFCS provides precise stability au§i
. mentation in steady turns and rapid roll-
3 ing. The Dutch rcll mode is well damped,

' and longitudinal marneuvers are quickened

- by the automatic maneuver flap feature

" built into the DFCS.

3 ™ The DFCS provides precise command response,
8 with more accurateée normal acceleration

, and much more accurate roll rate response,
i‘ Automatic¢ turn coordination operates by

nulling sideslip excusions even in rapid
maneuvering flight.

° The DFCS handles control saturation well,
providing good stability and accurate
command response right up to the perfor-
mance bounds of the alirframe. Gontrol
saturation is used by the DFCS (as is
common in ACM flight) to produce rapid
and accurate command response.

e e TG T T T T
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Conventional piloting technique of the
aircraft with a conventional mechanical
control system produced a control-induced
departure and incipient spin in one ACM
test.,

TR T A T T
®

Loss of lateral stick roll control power ‘M
L for the conventional control system in R
! high-a requires the pilot to compensate ly
by using rudder pedals. The DFCS does E
this automatically, enabling the same F
%ilotin technique to be used in all 5“

(ght conditions.

¢ The DFCS 2an be implemented with conven-~ .
{ tional sensor inputs., Except for pillot tl
. - control inputs, the present sensor suite '
should be sufficient,

Tests of digital control of the present
limited~authority sas actuators with the
conventional pilot's mechanical control
system gives preliminary indication that
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most of the DFCS advantages can be fained
by digital control of the present limited-
authority sas actuators.

sy

Chapter 4 of this report presents a method for eval-
uating actual pilot control actions (with data from the NASA
Differential Maneuvering Simulator) with hypothesized pilot
model predictions. The different pilot strategies tested here
are adapted to low-a, medium=¢, and high-a flight conditions.
Also, a pilot model based on tight tracking error-high control
effort is compared to a pilot model based on loose tracking

ST R CETFTEOR . T e T e T T
# e 20§

P error - lower control effort. The processing of piloted-
i simulation trajectory data led to the following results and
conclusions:

-

, ° The hypothesis testing method can choose
the candidate model even when differences

i are not apparent during visual inspection

of the trajectories. ‘ '

. 1. ° The low angle of attack optimal control
' pilot model predicted the pllot input
] . well, whereas the medium angle of attack
) J model only appeared to be better in cer-
tain very short trajectory segments,
B The pilot's control strategy did not
- 1 correspond to the high angle-of-attack
: model at all, even during high angle-
8 of-attack flight.

e e T T T e e

{ ° During the piloted-simulation evaluated
here, the pilot did not adapt his control
l» strategy to the an§1e-of-attack at which )

the alrcraft was t yinﬁ. Hence, a pilot/ '
aircraft stability study such as that :
performed by TASC in Ref. 3 should pro- !
vide useful information. !

! T 5.2 RECOMMENDATIONS

|
1
s : ] In the area of control system design, investigation %

of accelerometer feedbacks rather than aerodynamic angle feed-
i S back is desirable. This can be achieved by a digital estimator
' 137




which uses accelerometer output to estimate the aerodynamic
angle feedbacks necessary in the present control algorithms,
or the control algorithms can be designed for accelerometer
feedbacks instead of aerodynamic angle feedbacks. Theoretical
solutions to both approaches are available, with the second
being desirable from a control system simplicity viewpoint.

In any event, aerodynamic angles will still be necessary [or
gain scheduling. The choice between the two depends on sensor
suite and sensor accuracy and noise properties, The output of
this study would consist of control system designs better adapted
to the present-day fighter sensor suites,

In the area of control system gain scheduling, a working
ACM control systém must be designed for additional types of
flight conditions, The three parameters used in this study
remain the most important (speed, normal acceleration, and
roll rate), although the ranges may require some extension.
The addition of flight conditions with different altitude,
Mach number, cg location, and weight allows a determination of
the importance of these effects and enables an examination of
Alr Combat DFCS performance changes due to these flight condi-
tion variations. The output of this task would be an evalua-
tion of the importance of the various gain-scheduling parameters.

In the area of digital augmentation of a conventional
aircraft, design of a version of the Air Combat sas optimized
for operation through the limited-authority sas actuators should
be aggressively pursued. This approach may provide a signifi-
cant improvement in air combat handling qualities without major
modification to the conventional mechanical control system.
Retrofitting a digital sas computer during the F-14A CILOP
program can possibly be justified by these iliprovements.

Frevious aircraft stability and control studies and
pilot-aircraft stability studies, along with the air combat




sis capability upon which an improved analog sas with aileron-
rudder interconnect for good high angle-of-attack handling qual-
ities can probably be designed. Although the handling qualities g
improvements are not likely to be as great for this approach ?.
as for the digital sas approach, the analysis tools do make
!» this approach feasible.

]

i evaluation technique presented here form the basis of an analy-
1
n

. Even though the pilot model testing performed in this
study indicated that the pilot flying the aircraft simulation
analyzed here did not adapt to the actual flight condition of
the aircraft, it cannot be discerned whether this is typical
of ACM pilots in general. Analysis of pilot data over many
trajectories would be necessary. An additional data set gen-
erated by NASA Langley is available and can be examined using
the pilot model hypothesis testing programs developed. There
are a series of improvements to the approach used here which

) should be pursued in the event of additional pilot data analy-

A b

dsan . 8

i sis, the most important of which is improving the method used
r to select the pilot's internal model of the target driving
j covariance. This would enable the use of the Kalman filter's

estimate of it's output error covariance in the hypothesis
testing procedure. Other questions that can be answered in
further data analyses include:

) Do other pilot models predict pilot
response as accuratey as the optimal
control model?

) Does the pilot's control effort-tracking
B ; {‘ error trade-off vary along an ACM trajec-
‘ ' tory”?

] Do different pilots exhibit different
adaptation strategies or control effort-
1 ) tracking error tradeoffs?

L. ' . Do additions to the pilot's observation
j: , set improve the pilot model's match of
pilot response?

. 139
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. In the multi-aris case, can attention
allocation between axes be identified?

Some of these questions can be snswered by further analysis of
availatle data, while some of them require additional ddta.

More realistic target and target dynamics models can
be incorporated in the piloted simulation analysis. While the
analysis procecded reasonably well, additional target data
would reduce the need for simplifications to the target and
target dynamics models made in Appendix B. It is not known if
these simplifications reduced the accuracy of the pilot model
analysis performed here; an investigation of more accurate
models would unswer this question.
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I { APPENDIX A ;
" AIRCRAFT EQUATIONS OF MOTION

Lo Al OVERVIEW

. This appendix reviews the equations of motion for a
maneuvering aircraft. These derivations make extensive use of
vector-matrix differential equation ('"state-space'") notation, '
g; and the resulting equations are written in a form suitable for :
analysis using concepts of modern control theory.

e

' l] ,
}' A2 NONLINEAR DYNAMIC EQUATIONS
1 4- The derivation of nonlinear rigid-body equations is
¥ reviewed in this section. The equations are developed using
1 "flat-earth" assumptions, i.e., the effects of earth curvature
i and rotation are assumed negligible. This means that earth-

fixed and inertial reference frames are equivalent.

3 , For the moderate velocities of interest in this report
,ﬁ: ; " (typically below 305 m/s (1000 fps)), the equivalence of earth-
' ] ' fixed and inertial reference frames is a good assumption. The
: origin of the inertial reference frame used here is located on
the surface of the earth, with the x-, y-, and z-axes in a
north-east-down orientation. Since the simplest statement of
Newton's Second Law 1is given in an inertial reference frame,

this frame plays an important part in the derivation of the
R : * dynamic equations.
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For point-mass analysis, the velocity reference frame
is convenient. The origin lies at the cg of the vehicle, and
- f the x-axis points along the velocity vector. The y-axis is
; ‘ horizontal and the z-axis lies in the vertical plane which
includes the x-axis. The velocity heading angle, §, describes
the heading of the projection of the velocity x-axis on the
horzontal plane relative to north, and the flight path angle,
Yy, describes the inclination of the velocity vector relative
to the horizontal.

The wind axes also include an x-axis along the velo-
city vector, but the z-axis lies in the plane of symmetry of
; the vehicle veing described. Hence, as the vehicle rolls about
b ) the velocity vector, the wind axes roll also. The roll angle
E relative to the velocity axes is ¢V.

t—?
et

Detailed vehicle state equations can best be expressed
in body-fixed rather than velocity-fixed axes. These are the {
axes in which the pilot, the sensors, and the control surface
locations are defined. Body axes are the only axes in which I
the moment-of-inertia matrix is constant, and also dynamic \
data collected from sting-mounted wind tunnel models or from
flight tests usually are expressed in body axes. !
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- The various body-fixed axis systems have a common {r

X . origin, located at the body center of mass, and are fixed in o

d ; orientation with respect to the vehicle., Generally, the body !y

3 : x-axis extends forward out the vehicle's nose, the y-axis ex- ;

3% i tends out the right wing, and the z-axis extends out the bottom {j
' of the vehicle. The x-z plane is usually a plane of geometric

symmetry, 1f the vehicle has one. There are a number of possi- :
;' - ble body-fixed reference frames, and the one fixed by the builder Q}
is simply referred to in this report as the body-axis system. @
For any nominal flight condition, body-fixed axes can be chosen
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so that the x-axis is aligned with the velocity vector, and
the z-~axis is in the body-axis plane. This set of body-fixed
axes is referred to as the stability-axis system.

A transformation from inertial to body axes 1is com-
posed of a right-handed yaw through an angle ¢, then a right-
handed pitch through an angle 6, and then a right-handed roll
through an angle ¢. The body axes and wind axes are related to
each other through the serodynamic angles, angle of attack, ¢,
and angle of sideslip, B. Angle of attack represents the air-
craft body pitch angle above the velocity vector, and sideslip
is the angle that the aircraft nose is yawed left of the velo-
¢ity vector.

In summary, the inertial axes, body axes, wind axes
and velocity axes can be related to each other by the trans-
formations illustrated in Fig. A.1l. The inertial-to-body-axis

transformation procedes as follows:

H2(0,0,4) = HE(e) (o) HI(w)
1 0 0 cos®6 0 ~-sginb cosy siny O
= |0 cos¢ sing 0 1 0 -sinyg cosy O
0 =sin¢ cos¢ singd 0 cosf 0 0 1
(a-1)

For orthonomal matrices such as these, the matrix inverse,
( )-1. is equal to the transpose, ( )T. Equation A-2 il-
lustrates the inertial-to-velocity axis transformation matrix.

HY (v,€) = Hy(v) B
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Figure A-l Reference Axis Transformations (Arrows
Indicate Right-Hand Roitation)
cos y 0 -gin vy cos £ sin ¢ 0
= 0 1 0 -gin ¢ cos § 0
sin y 0 cos y 0 0 1
(A=2)

The velocity-to-wind axis transformation is defined by

1 0 0
Hi(oy) = |0 cos oy sin oy (A-3)
0 =sin Oy cos ¢V
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and the wind-body transformation matrix is given by

Hi(a,-B) = HB(x) H3(-p)

poy gy g g

SIS ed
[T
H

cos a 0 ~-sin o cos B -sin B 0

!
F E 0 1 0 sin B cos B0

AR ]

sin « 0 cos d 0 | 0

L4

(A-4)

In the remainder of this section, the vehicle's equa- '

tion of motion is derived as a single state-vector equation of
the form

- « . N

———
B -

x = £(x,u) (A-5)

S g

where x 1s the state vector, u is the control vector, £ is the
vector system dynamics equation, and disturbances are neglect-
ed. The state vector is a l2-element vector, and the nonlinear
state equations are readily derived as four sets of three equa-
tions represeating

,;-\.-._J_‘-..._,-v».."‘_:»,_._ﬁ» T R R T

B K i o
7 S

° Translational Kinematics
L] Rotational Kinematics
Translational Dynamics

[ Rotational Dynamics.

i - -

The kinematic equations relate the vehicle's translational and
rotational velocities to its position in inertial space, and
thus involve body-axis/inertial-axis relationships. The dy-
namic equations describe the changes of the vehicle velocity
components caused by the applied forces and moments; they are
best derived in a body-fixed frame of reference.
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A second nonlinear vector equation is also derived to l
relate the output of the aircraft to its state and control. R
The outpuvt equation, ‘Lﬁ

y = h(x,u) (A-6)

is necessary in any control design problem because the goal of
control system design is to cause the output to follow a de-
sired trajectory. The specific components of the output vector
depend on the vehicle and the tactical situation.

A.2.1 Kinematics

The translational and angular position of the vehicle
are given relative to inertial space by the inertial position
vector, x; and by the inertial-body Euler angle vector, yg:

X1 = ¥y (A-7)

™~ 'ii
0 A
=16 (A"B)
Y l N
— \' b

It is important to note thet the Euler angle "vector" is not a

true vector in physical space; it is an ordered triple of right- I

handed rotations which occur about different axes of different

reference frames, gﬁ;
$

The translational and angular rate vectors often are
expressed in body axes, as in the following:




vpg |V (a-9)

o |
—
£
L

1

o

(A-10)

]
O

Yg

Tha body-axis translational rate vector, Vg is an expression,
in body axes, of the derivative of the inertial position vector.
This relationship supplies the first part of the nonlinear
state equations of motion

- . B - -

——
B «

where Hé is the inverse of the inertial-body transformation
derived in Eq. (A-1).

: §' The body angular rate vector also can be related to
P : the derivative of the Ruler angle vector by noting that the
Euler angle derivatives occur in three different reference
frames., The resalting transformation is constructed in Eq.
(A~12), where the individual transformations are the same as
those of Eq. (A-1):

e S Tt e et Dles s 2

{ o 0 0
: _ B B2 p
% wp =| 0|+ H5| & |+ HoHT |0 5
| 0 0 b |
\ - : «12) 1
( 1
l In this equation, |
‘ S
| 151 |
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1 0 ~sin ©
LB =10 cos ¢ sin ¢ cos 6

0 =-sin ¢ cos ¢ cos

The ordering of the transformations in Eq. (A-12) arises from
the ordering of the Euler angles, As can be seen from Fig,
A-1, the angular rate, ¢, occurs about the Xp axis; the rate
8, occurs about the Yo axis; and { occurs about the zy axis.
The inverse of Eq. (A-1l) supplies the rotational kinematic
part of the vehicle nonlinear state equations, and it is given
by: )

vp = Lyt ui (A-13)

A.2.2 Dynamics

The dynamics of the vehicle involve Newton's Second
Law, which equates the applied force to the time derivative of
inertial translational momentum of a body. For rotaticnal
motion, this equivalence becomes one between torque and the
derivative of angular momentum, measured in an inertial ref-
erence frame,

An expression for the inertial translational accel-
eration, expressed in body-axis variubles, can be derived from
Eq. (A-10) by taking the derivative of both sides:

[ - IO ‘.1 -

%1 = Hgvp + Hpvy (A-14)
Here,

.I - I 3 -

and &B is the cross-product equivalent matrix for wp given by
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] % y 0 -r q

‘S i Ggp=|r 0 -p (A-16)
i y av -q P 0

oo

c This leads to the body axis equation

f ; ii 5

{ .- vp = Hy#; - Opvy (4-17)
Q; gh

#' The applied specific forces consist of gravitational
;ﬁ’ forces and contact forces. In inertial axes, the gravity force
"
i is

ro
&1 =|0 (A-18)
8

,)
[ ey K, e P L=t
B 5 : L . . . .

’3 ‘- The specific contact force can be broken into two components,
f; f, nne of which is due to aerodynamic forces, EB’ and one of which
. 1. is due to thrust, Tp:
S [X/m
: 1
‘E ‘. EB/m = | Y/m (A'lg)
TS i -
\“ ; T, /m
s,‘:l': f\ {{ Bx
3 K _:
W$‘ , Tp/m = [Ty /m (A=20)
A- y
g T, /m
\(' L BZ i
153



(Capital letters are conventionally used in aerodynamics to
denote ithe force components.) The spenific equations for the
aerodyrnamic and thrust foices are given in Ref. 23,

The translational dynamic¢ equation is formed by equa-
ting the sum of the aerodynamic and gravitational specific
forces to the inertial translational acceleration of the ve-
hicle. Then Eq. (A~17) becomes

o= . yB - -
vy = (Ep * Ip)/m + Hygy - Gpvy (A-21)

To construct the rotational dynamic equation, an ex-
pression for the time derivative of angular momentun measured
in inertial axes is necessary. The angular momentum, hg, is
most =2asily expressed in body axes; neglecting rotating mach-
inery, it is the product of the moment-of-inertia matrix (con-
stant in body axes) and the angular rate vector

hy = Ip g (A=22)

wvhere the inertia matiix contains all products and moments of
inertia:

Ty 'Ixy “Ixz
IB = -Ixy Iy -Iyz (A-23)
“lyz “lys I,

The time derivative of the angular momentum, expressed in iner-

tial exes, is derived as

A S I
hy = Hgplgip + Hplpwe
= Hil.w. + Hig.I.w (A-24)
pigwp * Hpdglpwy
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y 1
! :
" X it The contact moments consist of aerodynamic and thrust
‘ - components. These are defined as
3
Wy —L
| Mg = | M (A-25)
. -G “
s &
| Gg = | Gy (A-26)
% y
; G
‘ B
' 1 b Z—J
R -
b (Capital letters are conventionally used for the moment compo-
k]
} nents.,) The specific equations for the aerodynamic and thrust
- § moments are given in Ref. 23. The rotational dynamic equation
- ] §‘ is5 formed by equating the applied torques to the derivative of
;f?{ b the angular momentum:
i . .
s 1 T “ I v -
.ﬁ | A.2.3 Summary of State Equatious
|
{?ﬁ The nonlinear state equalions are
3 ¢
- iy < H oy (A-28)
. . B
- (
. I (A=29)
N P —B B =B
o B o~ v
) | vg = (Eg * Ip)/m + Higy - wpVg (A-30)
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up = 1p"(¥p * Gg) - Ip dplpuy (A-31)

These equations fall into the general state equation form
X = f(x,u) (A-32)

by defining the state vector as
T_|, 7T T, T -

and noting that the aerodynamic forces and moments are functions
of the states, controls, disturbances and, to some extent, the
state history.

A.2.4 Output Equations

The output vector, y, consists in general of nonlinear
functions of the aircraft states, x, and controls, u, and is
given by

y = h(x,u) (A-34)

For a conventional fighter aircraft, the four basic
commanded motions are longitudinal, lateral, normal, and di-
rectional motions. Longitudinal motion results in a velocity
magnitude change and can be commanded by V or V. Lateral (roll-
ing) motion is used to orient the maneuver plane and can be
commanded by p, P, Or ¢. Normal and directional plane mo-
tions are two degree-of-freedom motions, and, in general, re-
quire two commands. In the normal plane, acceleration (an or
q) and/or attitudes (8, a, or y) can be commanded, with the
two-element directional command vector chosen in an analogous

way. All of these commands are desirable in one situation or

Cvmm——
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another. In ground attack, bothk flight path control (y) and
independent fuselage pointing (o) might be desirable., In air
combat maneuvering, normal acceleration (an) iz certainly a
useful command, as is stability-axis rollrate (pw). Qutput
equations for each of these quantities are needed so that they
can be used in control system design,

The aircraft velocity and the aerodynamic angles are
given in terms of the body axis velocities as follows

v Jué + vé 4wt
tan"! (V/Ju2 +‘;2;

1

(A-35)

a tan"l (w/u)

The three components of earth-relative acceleration expressed
in wind axes are given in terms of body-axis quantities as
follows

\

a, | = HY %) = HY(a,B) |:_QB + Gg gB_‘ (A-36)

-4a
n

where it should be noted that these quantities are different
than those usually named a_ and a,, as the acceleration of
gravity is included in these terms. Hence, a command system
set up on this basis automatically compensates for gravity.

The earth-reiative acceleration in wind axes can also
be specified in terms of the velocity-axis angular rates as
follows

o g e

e da e i LT T
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= e




HY &, = H" H' &
1 v 11
1 0 o |1 o ol [v]
=|0 coss, sing,| |0 Vecosy O ¢ (A-37)
0 -sing, coso,| |0 O -V |y
[ R - e -

The second two equations result in the following equations de-
scribing the velocity angle dynamics
V cosy é = a

cos¢,, + a sin¢v

y n

(A-38)

Vys=- sin¢v + a, cos¢,

ay n

The wind-axis roll rate is the first component of the
body angular velocity expressed in wind axes, which is

a, | = Hp(e,B) up (A-39)

Equations relating the body angular rate in wind axes to the
aerodynamic and velocity angular rates can be derived with
reference to Fig. A-1,

b, 0 0
a | = WOH (D[ 0 [+ BiCe,) | ¥
r K 0

£
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gy gy )

by 0 0
+10 f+] 0|+ Hj(-B) & (A-40)
o 0 -8 0
ﬁJ ‘ i. which results in
. a' Py, $v - tsiny + asinp
’ q | = ¢cosy sin¢V + ircos¢V + acosp (A-41)
l r, £ cosy cose,, ysing,, - B
i These last equations are useful in deriving simple ACM pilot

[ ) models and setting up point-mass aircraft trajectory genera-
X tors. The earth-relative velocity and the inertial-velocity
angles are also candidates for inclusion in command systems.

S STz

}. The equations are given below.

2 Xy u

3 . 1

‘ = H ] \Y A-42

3 :r’l B(W» y0) ( )

“1 !

2 | (1 [ e ]

| . \Y% /xl + yl + z,l .

'\ : ' * *» .

& _ ¢| =| arc cos (XIJX% + y? ) (A-43)
) y arc sin ("él JE? + §2 + ézl)

N

For a fighter pilot requiring rapid sustained orien-
tation changes, an acceleration-oriented maneuvering set,

[P

. . _ Xd = [Vs an, a, B, ay) pw]T (A-44)
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could be useful. The maneuvering set gives the pilot direct
control over normal accelration, a, and roll rate about the
velocity vector, Py Independent fuselage pointing is pro-
vided about the velocity vector using angle of attack, a, and
sideslip, B, commands. The air-relative velocity magnitude,
V, is commanded, and the aircraft can be directed to make a

flat turn (no bank angle) with the lateral acceleration, ay s
command.

A3 LINEAR DYNAMIC EQUATIONS

For aircraft stability and control response analysis,
linearized versions of the nonlinear state and output equa-
tions are necessary., The linearized aircraft state equations
are given in Ref. 23, along with a description of the linear-
ized aerodynamic force and moment relationships. Lineariza-

tion of the output equations described in Section A.2.4 is
given here.

The command augmentation system design methods of f
Chapter 4 require linearized versions of the output vector, '
which ie a function of both aircraft states and controls, so }
the following perturbation output vector equation results:

|
Ayq = H(x,,u,) 8% + D(x,,u ) Ay (A-45) |

The individual rows of H and D depend on the chosen J
elements of the command vector, and the following equations
describe the available constituents. The perturbation wind- },
axis velocity vector is related to the perturbation body-axis ‘
velocity vector as (




.} v .

The following linearized output equation gives the
relationship between the body-axis state variables and the
perturbation wind-axis accelerations:

; = g-l W -
T AB | = Jw (VO’BO) HB«XO’BO) AEB (A=46)
P A
! ? . Jw is a diagonal matrix which has elements 1, Vo, and Vo cos
: S By

, ™
Ay

» Sooatem L ) Bicrmitee
. = N : ~ *

= y¥ ) e "
da, | = Hplag,b,) lAgB + wBo Avp -Vp Auw

i; y o B
;f ? _Aan
;l ‘ ) QB * mB E;T] Lw(ao)Jil(Vo’Bo)Hg(ao’Bo)A!BI
4 o o o ‘
A (A=47)
s where
; 0 sin a0

f Lfa,) =0 0 1 (A=48)

0 =-cos a, 0

; These equations are easily evaluated using general computer
¥ routines that have been developed for this type of analysis.
Equation A-47 requires both the nominal and perturbation body-

axis velocity derivatives, vy and 4vp. Vp is part of the
o 0
nominal flight condition specification, while AVp consists of

t, three rows of the linear system differential equation. Intro-
) ducing these three rows causes the accelerations to be functions

i i g
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. .
) of the perturbation Euler angles, body-axis translation- }j?
, al and angular rates, and the perturbation control deflections. '

.3 !
' The perturbation wind-axis roll rate depends on both )f
: the perturbation body-axis angular rate and on the perturba- 1;3

tion body-axis velocity, which affects the body-to-wind axis .

transformation mat:ix. The linearized equations for body an- i

gular rate in wind axes are as follows s

I
8p,, ! .
- W W v - 1 w
Aqw - HB(‘ao’Bo)AwB'HB(ao’Bo)wB LW(uo)JW (vo’Bo)HB(uo’Bo) A!B Pf.
0 :
Arw

(A-49) , ‘

Linearization of the wind axis quantities V,{,y, and 6, can }i
best be pursued by regarding them as the state rates in a sys-

tem whose input consists of the commanded values of v, a.s ay i

and p,. Ausume B_ = 0. The linear state equations are {
I . B
| w1 [ o o o o | [w 1_
3 ak (=6, /v)) 0 (& /tany)) (¥, /cosy )| | A¢

"
+

sy (=Y,/V,) © 0 (-€,cosY,) | | By

A&v L(-éoain'Yo)O (ﬁo/cosyo) (Qotanyolu h?¢YJ I'

B .7
1 0 0

o
>
<

o
B
3

ﬁ* ‘ 0 (cos¢v /(Vocosyo)) (sin¢vo/(vocosyo))

0
i }
‘. b Lo

‘ 0 (-sin¢V /Vo) (cos(pv /Vo) 0f | da
- o 0 .
ji 0 (tany cosd,, /V ) (tanyosin¢v /Vo) 1 pr t‘
y i o o © ' o 10

(A-50) '
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An additional portion of the linearized relationships
e " deals with the aircraft control system., Only the yaw sas is i
| i, i modeled in the pilot-model testing work, as the roll cas is
off and the longitudinal dynamics are not analyzed. As shown
g in Fig., 23, the yaw sas feeds back washed-out yaw rate and _
low-pass~-filtered lateral accelerometer output. The low-pass E
. voge filter bandwidth is very large and hence ihe filter is modelea
i . T as a simple gain. Hence, the yaw sas adds one state to the

: aircraft model. The yaw sas actuator deflection is given by
By o4, the equation

ij ) ér,sas = kl 2y, + k2 r - k2 S S (A-~51)
and the yaw sas state equation is

3 S bRy . (=1/1)8x ,  + (1/0)r (A-52)

- : where 1 is the yaw rate washout time constant, k, is the lat-

E . eral acceleration feedback gain and k2 is the yaw rate feed- |
back gain,
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APPENDIX B
AIR COMBAT EQUATIONS OF MOTION

The full-order, nonlinear equations of motion for the
tracking dynamics model in the air combat scenario are developed
in this section. Simplified linear equations of the nonlinear
tracking dynamics model, amenable to computer analysis, are
also derived for use in Chapter 4. The additiorn of pipper
dynamic¢s, although not needed in this work, is a straightfor-
ward extension of this approach.

The target :racking angles are defined as the pilot's
view angles relative to the aircraft x-axis. These angles, ¢
and ¢, are shown in Fig. 44b. Derivation of the tracking
angle dynamics best occurs in the wind axis system because it
is aligned with the velocity vector. By expressing the target-
to-tracking aircraft displacement vector in wind axes and divid-
ing by the target-aircraft range, the tracking angle equation

n

result~

VT = 1{H¥ (877 - ﬁl)} (B-1)

where, for relatively small wind axes angles,

-
R/R

Ywr °© ‘(6y + B) (B-2)

+ o)

-(5
n _

The derivative of the tracking angle equation follows directly
(assuming R = 0)
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by = R Gy g - Oy - iy g - x)f (B-3)

The aircraft velocity in wind axes, by definition, is

\Y
w * - - .
Hy %y =0 (B-4)
0

and one can define the target's velocity relative to rhe track-
ing aircraft velocity as follows

V + GVx
W - -
5\7z

The second term in Eq. B-3 can be redefined in terms of a cross-
product of the tracking angle vector (!VT) and the wind-axis
angular rates. The lateral and normal tracking angle dynamic
equations finally result

™.
"

y =" 6Vy/R + (e, + a)(p, - asinp) + ay/V - B (B-6)

and

£

n - 6VZ/R - (ay + B) (pw - asin8) - a /v - @ (B-7)

Equations for the dynamics of 6Vy and GVZ can be derived by a
similar process. The results are

oV, = anT sin(6¢v) -~ a

v + (8V,)(p,, - dsing)

y

- {8V, (a /V)

;
}
{
1
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8V = - a

z nT cos(6¢v) + a

n - (8V)(p, - & sin B)

+ (GVx) (an/V) (B=9)
where 6¢v is defined as shown in Fig. 44b.

An attempt was made to calculate the target accelera-
tion (a,p) and roll (¢vT) time history from the available data
(zn, ey. an ay, o, B) but wus unsuccessful due to the amount
of differentiation of the input time histories necessary.
Because of this difficulty the tracking equations are simpli-
fied by assuming that 6Vx and Py " asinp are identically zero.
Further simplification occurs by noting that near steady state,

the perturbation velocities can be expressed as

GVy

GVZ

i)

R(ay/V) + avy At (B-10)

R(~a,/V) + avz At (B-11)

Using R/V as the time interval At in Eq. B-10 and B-1l1l allows
these short term approximations to be inserted into Eqs. B-6
and B-7. The derivatives 8V and 6V, can then be eliminated
from Eqs. B~6 and B-7 by inserting Egs. B-8 and B-9. This
produces the final simplified nonlinear equations,

™
n

(-1/V) (a rsin(6e,) - ag) - B (B-12)

™.
1t

(1/V) (a_p cos(86,) - a ) - a (B~13)

These equations enable the identification of the target tra-
jectory, and also form the basis for the final linearized equa-

tions, which assume dpr = 8p and 5¢ = 0. These linearized
o Vo

equations are

Aéy i} ('I/Yo)(anTo)(A6¢v) * (l/VO)Aay - AB (B-14)
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Aén = (l/VO)(AanT - da ) - L6 (B-15)

ﬁ_ i~' The lateral tracking equation, Eq. B-14, is used in Chapter 4
: § - in the construction of an air combat pilot model.
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APPENDIX C
HYPOTHESIS TESTING

This appendix gives the detailed equations for the
hypothesis testing procedure used in Chapter 4. The procedure
is based on 3 model structure identification aligorithm modi-
fied to allow for changes in the true hypothesis.

The hypothesis testing philosophy for investigating
pilot control adaptation in flight is to construct a number of
different pilot models and then determine which pilot model
best represents the pilot control behavior. The ith pilot
model is represented by the discrete-time equation

Au Au
~ - i A' i i i -
|az Az
k+1 k

The pilot mo.lel is taken from Ref. 23 where the pure time delay
in the optimal control pilot model is replaced by a Padé approx-
imation. The steps for arriving at Eq. C-1 are discussed in
Section 4.1. 1In Eq. C-1, Agk is the control predicted by the
pilot model, Axp is the state vector of the pilot model's inter-
nal Kalman filter, Az, are states associated with the Padé
approximation, Ay are the assumed observations of the pilot,

and Aw, is the process noise of the pilot model.

The method for determining which pilot model provides
the best fit at any given time is taken from Refs. 30 and 31

=




and illustrated in Fig. C-1. The notaticn used in the figure
is as follows:

Agm k' measured value of pilot perturbation con-
sy

i- trol at time tk

Ayy: measured values of perturbation states
assumed observed by pilot

Agt(-): one-step predicted value of bug K based
;, upon {Agm’l, ...,hAu k- l} and {Axl, ey
] Axk-l} for the it pllot model Kalman
! filter

Ary: one-step predicted residual at the kth
step for the ith pilot model Kalman filter

Doz

e

PH §k) probability that the 1th pilot model is best,
_ : based upon knowledge of {Au 1,70 Au k- 1}
’ and {Axl’ sy Axk 1} M

} The pilot model Kalman filter is constructed using Eq. C-1 as
- the plant, I Aw, as the plant process noise, Ay, as the known
plant inputs, and the observation is

Au

su =11 0 0} }ake + AV, (C-2)

| "

| For our purposes, Ay, is the measurement noise encountered
when attempting to measure the actual pilot controls. The

{ data analyzed in Chapter 4 exhibited very low measurement noise
on the pilot controls and avy is assumed to be zero. The pilot
model Kalman filter just described is not to be confused with
the internal Kalman filter in the pilot model.
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The output of the ith pilot model filter is a state

estivite [a87(-), ART(-), 827(-)]1} of the pilot's internal
pertL.rbation states and controls based upcen the first k-1

—
—

~
v

input-output pairs,

- —
— b

i "

Al(-) Afi(+) ”

& = ol " i

ARg(=) = épy | 8Rp(*) * Tpy A¥k-1 (c-3) ‘
A% (=) AZ(+)

- k - k-1 13

The update part of the pilot model Kalman filter is

W s W wis



i i 'E
g | ?
v f? g i i
B ¥ i - A0 - " - k
“ ; . Ar-k = All_m’k [I 6 O0] jaf(=) (C=4) 1
' | i, Akg(-) |
. g— A?;(")
"' 5 ; ~ i A
k. o & > = | A% (. Dl d )
‘. ARp(+)[ = |ARp(-) * K'Ary, (C-5) ;
‘ : i AZ(+) a2(-) i
3 ' |
E ‘ § The matrix Ki is the steady-state pilct model Kalman :

th

filter gain for the i pilot model.

i For notational purposes, let
Upg = AUy 90 cvvs By ol (C-6)
Applying Bayes' rule, one can write:
} Py, (k) & P(H,ilup)
= P(H,i|duy 1 Up )

P(Agmile.i.Uk_l)P(H,iIUk_l)
P(ayy  |[Vg-1)

P(Au kaH,i,Ulk_l)P(H.l)Uk_l

e e zee e 2 mat
rm——— !

N
E P(Agm,klﬂ'i’uk-l)P(H’i Uk"l)
i=1

: . (c-7)
. N

Plowg  [HoiyUy g )Py 4 (k-1)
i=1
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Using the fact that Aw, is assumed to be a zero-mean gaussian
sequence, along w}th the assumption the Kalman filter state
vector [AQT(-), Agé(-), A_Er_.T(-)]T is also gaussian, it follows
that

1

P(Au H,i,U0, ) % (C-8)

Bm,k k-1 (2n)m/2|det si[g

-xarh)Testy Hard)
e
where

st = (100]pH¢) [1 (c-9)

0

0

P (-): a priori steady state error covariance ,

matrix computed using ith pilot model

Kalman filter

Note that the PH,i(k) are computed recursively. 1In
addition, it should be mentioned that the approximation shown
in Eq. C~8 is based on the assumption that the "true'" hypothe-
sis remains constant. If the true hypothesis changes with
time, the probability density function in Eq. C-8 must be con-
ditioned on the hypothesis values at all previous times. This

leads, as time progresses, to an expanding 'tree" of hypotheses.

It is necessary to calculate PH,i<k) for each of these hypothe~
ses. Since this imposes an excessive computational burden, an
efficient suboptimal approach to the problem is developed in
Ref. 30. The suboptimal approach is nearly optimal in situa-
tions where the probability of switching hypotheses at any
given time is low. The suboptimal approach is derived by not-
ing that 1f the ith pilot model is true then the recursive cal-

culation in Eq. C-7 causes PH ; to approach 1., 1f PH i should
3 L}
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equal one, it will remain '"trapped" at one regardless of changes
in the pilot's control strategy. To prevent this, Egqs. C-2 and
C-3 are modified in the following fashion. Define a parameter

¢ corresponding to the minimum value that one of the pH,i(k>

can fall to and still "recover" if H,i suddenly becomes the

true hypothesis. (In the simulation studies reported in Ref.

30, €=0.05 was found to be a good value and is used in Chapter
4). Define

5(k) 4 2 [e - Py (k)] (C-10)
{i:PH,i(k)<s}

A
m(k) = number of PH i(k) that are greater than 2¢
3

(C-11)

where the symbology in the equation for 6(K) is meant to de-
note the fact that the sum is taken over all i such that PH 1

< ¢, First update the Py 1.(k) using Eqs. C-7 and C-8 then reset
L]
these probabilities as follows:

. If PH,i(k) < g, set PH,i(k) =g
. 1f PH i(k) > 2¢ and &8(k) > 0, set

_ 8(k) ]
Py (k) = [PH,i(k)] -8 (C-12)
old ,
where [PH i(k)] denotes the value obtained

from Eq. C-7. old

The reset procedure guarantees that all of the PH,i(k) are
greater than (or equal to) ¢ and that they sum to one. Re-
turning to the previous example, the problem of PH,i(k) be-
coming s% small that it cannot recover when the true hypothe-
sis swiiches to Hi is now avoided. 1In addition, the procedure
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can be implemented with only N parallel filters. The simula-
tion results in Chapter 4 indicate that this suboptimal proce-
dure is effective in detecting changes in the true hypothesis.

The above hypothesis testing procedure can be generalized.

The ith pilot model matrices in Eq. C-1 can be time-varying and

the pilot model can even be nonlinear. The time-varying Kalman
filter can be used in the former assumption and the extended
Kalman filter can be used in the latter assumption.
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APPENDIX D
LIST OF SYMBOLS

In general, matrices are represented by capital letters
and vectors are underscored; exceptions to these rules are
only made when they are contradicted by standard aerodynamic
notation. Capital script letters are used to denote scalars in

some cases,

VARIABLE
a

4n

[ L I B w B o ¥

o

)
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DESCRIPTION

Control deflection weighting scalar
Normal acceleration (inertial acceleration

normal to the velocity vector in the body

X-2 plane - including gravitational accelera-
tion)

Wing span

Gain Matrix (Type 1)
Pilot control-strategy feedback matrix

Partial derivative of the nondimensional co-
efficient of force or moment 1 with respect
to the nondimensional variable 2 (scalar)
Mean aerodynamic chord

Control observation matrix

System dynamics matrix

Aerodynamic contact force vector

Vector-valued nonlinear function for
system dynamics

Control input allocation matrix
Thrust moment vector

Magnitude of g (=] g




3 J4 Gravitational acceleration vecter
; Vector-valued nonlinear function for
i output equations

Aircrafr state observation matrix

& 7 Hg Total pilot observation matrix for pilot
i model
H% Fuler angle transformation from Frame 1 axes

to Frame 2 axes
h Altitude
Angular momentum vector

Identity matrix

R iR it o R OIS Conli L
I

B Rotational inertia matrix

1

I v
Ef J Cost functional J
; K Gain matrix (Type 0)

i

Pilot Kalman filter gain matrix

\ L Angular velocity transformation matrix .
. Aerodynamic moment about the x-axis (scalar) l:

Number of outputs

M Aerodynamic moment about the y-axis (scalar) %
Weighting matrix on state-control rate and !
control-control rate products o

: M Aerodynamic contact moment vector (‘?
{ m Mass of the vehicle § .
X Number of controls i
3 Number of pilot model probabilities that ‘
. exceed a specified level l ;
j N Aerodynamic moment about the z-axis (scalar)
n Number of states l;é
P Riccati matrix in the optimal regulator .;
problem ; :
FH Probability that a pilot model among a )
set of pilot models is corrent [;;
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e

\Y
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A%

\'

Pilot noise-to-signal ratio for neuromotor
noise

Rotational rate about the body Xx-axis
State weighting matrix

Rotational rate about the body y-axis
Free stream dynamic pressure (=%pmV2)
Control or control-rate weighting matrix

Matrix with diagonal consisting of the in-
verse of human neuromuscular time constants

Rotational rate about the body x-axis
Kalman filter innovations vector
Reference area (usually wing area for
aircraft),

Covariance matrix of Kalman filter
innovations vector

Thrust force magnitude(|T|)

Thrust force vector

Time

A set of control vectors ordered in time
Body x-axis velocity component
Control vector

Pilot model control command

Inertial velocity magnitude (| V|)
Covariance matrix for pilot control

measurement noise

Velocity vector of body observed from iner-
tial axes

Pilot neuromotor noise covariance matrix
Pilot observation noise covariance matrix

Body y-axis velocity component
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v Pilot control measurement noise vector

vy Pilot neuromotor noise vector
Yy ' Pilot observation noise vector
w Eody z-axis velocity component
w Total disturbance vector (including pilot
noise)
X Aerodynamic force along the x-axis (scalar)
X Positlion along the x-axis
X State vector
X, Longitudinal distance between actual c.g.
g location and point used for aerodynamic
moment measurements (expressed in body
axes)
Y Aerodynamic force along the y-axis (scalar)
y Position along the y-axis &
.
Y Pilot observation vector }:;
ty Yg Lagged pilot observation vector i
f z Aerodynamic force along the z-axis (scalar) } g
= z Position along the z-axis ( é
Y- . -4
L z Lagged states associated with the Pade ('j
] approximation ‘-I
|
. VARIABLE %
3 (GREEK) DESCRIPTION E !
? ] Wind-body pitch Euler angle (angle of attack) !
E B Negative of wind-body yaw Euler angle l=
(sideslip angle) lﬁ
i r Discrete time control effect matrix i!‘
?, y Inertial-velocity axis pitch Euler angle R
3 (flight-path angle) i;1
A
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j<

The number of pilot model probabilities
that are less than a specified level

Differential stabilator deflection
Maneuver flap deflection

Rudder deflection

Symmetric or collective stabilator deflection

Spoiler deflection

Tracking error

Damping ratio

Inertial-body pitch Euler angle
Eigenvalue

Aircraft orientation vector

Inertial-velocity axis yaw Euler angle
(velocity heading angle)

Correlation coefficient

Air density

Real part of an eigenvalue in radians/sec
Pilot time delay

Human neuromuscular time constant
Discrete time state transition matrix
Inertial-body axis roll Euler angle
Stébility-axis roll angle

Inertial-body axis yaw Euler angle

System inverse matrix

Frequency in radians/sec; imaginary part
of an eigenvalue
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VARIABLE
(SUBSCRIPT OR
SUPERSCRIPT

a

B

0

1 o U

w

£ < 3

Rotational rate vector of Reference Frame
2 with respect to Reference Frame 1 and
expressed in Frame 1 coordinates.

2-41,1 1 ys left-handed. Thus,

(wy=Hpwj so wj
Frame 1 and Frame 2 are not interchange-
able.)

DESCRIPTION

Aircraft dynamics

Body axes

Commanded value

Discrete time matrices for optimal control law
Desired value

Earth axes (north, east, down)
Conglomerated pilot model matrices

Inertial axes

Pilot model index

Time index for discrete time gquantity
Aerodynamic moment about the x-axis
Aerodynamic¢ moment about the y-axis
Aerodynamic moment about the z=-axis

Nominal value about which linearization
ocours

Pilot Model

Psuedoinverse weighting matrix

Target dynamics

Velocity axes

Wind axes (same as stability axes for

Bp = 0g = 0)
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l

.ﬁ - ; R Component along the x-axis
i
!

'l ’ y Component along the y-axis
é ., z Component along the z-axis
JL ; X Aerodynamic force along the x-axis

f Y Aerodynamic force along the y-axis

Z Aerodynamic force along the z-axis
OPERATOR DEFINITION
1 (") Time derivative

f; ? ™) Matrix equivalent to vector crossproduct.
% i' sgggéﬁically, if x is the three~dimensicnal

it

) X . 0 =z y
i , x=|ly|, thenx =] 2 0 -x
b : 2 ny x 0

and the cross product of x and f is equal

k ] to the product of the matrix X and the
- . vector f, 5
| ] x x f= &f "
fl l (=) The one step predicted estimate of a !
o quantity immediately before  meas- 3
3 i surement 4
. (+) The best estimate of a quantity immediately ]
i after a measurement B
‘ (") Difference between a vector and its expected ‘
' !' value i
! (") Estimated value ‘
o y
B i ( ( )T Transpose of a vector or matrix
_fﬁ ‘ { ).1 Inverse of a matrix
4 i () Limited value
A i ( )* Perfect model following values '
A | 181
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max

/00
(M)
ACRONYM
ACM
ARI
cas
CGT
CILOP

c.g.
DFCS
DOF
DMS
NASA
NL
PI
P10
548

VALT

Perturbation about the nominal value of
a variable

The variable is the difference between the
target variable and the aircraft variable

Exponential of ( )
Right pseudoinverse of a matrix

Maximum value, usually due to displace-=
ment of an actuator.

Clockwise angular rotation
Nondimensional or average value

CORRESPONDING PHRASE

Air Combat Maneuvering
Aileron-Rudder Interconnect
Command Augmentation System
Command Generator Tracker
Conversion in lieu of procurement
Center of Gravity

Digital flight control system
Degrees of Freedom

Differential Maneuvering Simulator
National Aeronautics and Space Administration
Nonlinear

Proportional Integral

Pilot Induced Oscillation
Stability Augmentation System

VTOL Approach and Landing Technology
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